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Preface

Recently, collaborative work and social networks came to the fore in many com-
puter science areas. This shows up in the rise of research topics like communities
of practice, knowledge management, web communities, and peer to peer. In par-
ticular the notion of communities - and thus the need of their systematic analysis
- becomes more and more important.

On the other hand, techniques for analysing such structures have a long
tradition within sociology. While in the beginning, researchers in that area had
to spent huge efforts in collecting data, they nowadays harvest the data free
from the WWW. Popular examples are citation and co-author graphs, friend of
a friend etc.

A new kind of user-centered applications such as blogs, folksonomies, and
wikis, now known as ”Web 2.0”, consist of large networks of individual contribu-
tions, providing a testbed for Social Network Analysis (SNA) techniques at the
intersection of the semantic web and SNA areas. The semantic web provides an
additional aspect to SNA on the Web as it distinguishes between different kinds
of relations, allowing for more complex analysis schemes.

The aim of this workshop is to bring together the semantic web commu-
nity, the SNA community, and the Web 2.0 community, in order to increase
collaboration and exchange of experiences. We assume that the semantic web
community can largely benefit from the long tradition present in SNA, and will
uncover new possibilities and test beds for semantic technology within the Web
2.0 community.

Besides analysing social networks and cooperative structures within the (se-
mantic) web, our second aim is to exploit the results for supporting and improv-
ing communities in their interaction. An important research topic is thus how
to include network analysis tools in working environments such as knowledge
management systems, peer to peer systems or knowledge portals.

The workshop follows the successful first SNA workshop held at ISWC 2005,
and continues a series of workshops on Semantic Web Mining which have been
held at ECML/PKDD data mining conferences in 2000-2003 and on Ontologies
in P2P communities at ESWC 2005.

We wish to express our appreciation to all the authors of submitted papers
and to the members of the program committee for making this workshop an
exciting event.
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Topic Communities in Peer to Peer Networks
Invited Talk

Steffen Staab

Research Group Information Systems and Semantic Web, Faculty of Computer Science,
University of Koblenz-Landau, Universitätsstraße 1, 56070 Koblenz, Germany

http://www.uni-koblenz.de/ staab/

Abstract. Social communities emerge by successful communication (or other
forms of successful reciproke interaction). We have investigated algorithms that
forge topic-specific links of different strengths within a peer-to-peer network
based on the success of previous communications with regard to the specific or
semantically similar topics. We have shown that through such adaptation overlap-
ping topic communities arise that allow for successful routing of queries through
peer-to-peer networks.
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From semantic to social: an integrated approach
for content and usage analysis

Vincent Dubois1 and Cécile Bothorel2

France Telecom R&D, Laboratoire TECH/EASY, Av. Pierre Marzin,
F-22300 Lannion, France

Abstract. Current technologies usually consider documents and their
content on one side (Information Retrieval, Internet Search etc.) and
their relations with people on the other side (Social Network Analysis,
Usage Mining). We propose an automated process integrating both sides
in a unified manner in order to exploit heterogenous data available in
many enterprises.

We describe an experiment with a project team where we exploit the
Intranet files related to the given project and the files usage by project
members. A specific aspect of our work is that documents and humans
- the employees, the authors - are considered as searchable items. The
application we present here is a web site where a user can search for
contacts as well as technical data, and explore in a social manner a team
project where people and documents are described semantically.

1 Context

Enterprise information is managed and capitalised in data warehouse solutions,
where heterogeneous data are stored, integrated, dated, and where they can be
accessed within a decision process. The managing of such frameworks is a diffi-
cult task and editors are deploying many efforts to achieve it. They center their
problematics on the management of documents - from simple text to multimedia
ones. Our reflexions lead us to enlight the fact that the human - the employees,
the authors - are not taken into account in the enterprise memory process. When
we browse our Intranet, it is a challenge to find who can help on a technical prob-
lem, who is the guru of a scientific domain, who can lead me to the manager
of a project, etc. Given a community working on a project, how to find people
and documents related to a technical point? We are interested in solutions un-
veiling relationships between people, documents and topics. Our challenge is to
humanize Intranets, from the Intranet user point of view and include the actors
into the data. It is important to store, manage and search the documents, but
also to keep a track on who wrote them, who are interested by them. This paper
presents a fully unsupervised process combining semantic and social data, and
shows how the mathematical object ”graph” (or network) is used to integrate
heterogeneous data and generate exploitable browsing information.
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2 Introduction

The problem is to conceive a methodology and an integrated process which:

– is unsupervized and can be launched every night to maintain fresh informa-
tion,

– can manipulate a geat volume of data,
– starts with rough data: documents, logs indicating users usage (who fetched

which documents),
– integrates heterogeneous data combining both document and human dimen-

sions,
– generates exploitable data representation to allow direct Intranet access:

search, browse, personalized information retrieval, centered on documents
and/or actors.

A process taking as entries rough data such as users logs and producing
ready-to-use information involves different techniques at each stage of treatment.
Information retrieval methods can be used to prepare and search documents,
but are not relevant for people browsing. Social network analysis is dedicated
to social and community network data, but are not efficient on complex and
huge networks. Usage analysis and logs (pre-)treatmant can extract similarities
between users and documents, but is pointless without relevance and quality
information.

In order to answer the challenge of navigation through relations between peo-
ple, documents and topics, we need to use all these techniques. As a methodology,
we study the opportunity to build relation between people and documents and
topics early in our process and apply network analysis to cluster, generate rele-
vant relations, remove unrelevant ones, calculate the nodes the more important,
etc.

As we propose here to build a unique integrated network using information
from document analysis and users usage, we are not presenting special techniques
improving information retrieval, nor social network analysis, nor usage mining.
Our originality lies in our process: the chaining of existing techniques and the
use of ”graph” structure as a tool to manage relations between resources (either
documents, topics, and people).

3 Related works

Some interesting works, such as WebRefferal [1], acknowledge the usefullness of
social network data in information retrieval tasks. When searching for an expert
(i.e., an information source), closenes (in the social network) may help in getting
searched information. In WebRefferal, the social network is discovered automat-
ically using name cooccurences in public web pages. This technique allows to
build network without using usage data (although some usage information is
inherently present in the web through co-autorship), but may be prone to some
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data discrepancy due to ambigous names and other noises. In our case, usage
logs are available and hence we rely preferably on this data source.

The use of logs is well described by Web Usage Mining techniques. They
apply data mining techniques to the usage of Web resources, as recorded in Web
server logs, helping in traffic reports. Most of the works manipulate the strict
URLs and propose typical paths on the Web, URLs frequently associated dur-
ing the user sessions, shopping histories or navigation histories. As the results
interpretation is not evident, studies propose to introduce a preprocessing step
to enrich logs with added knowledge. [2] associates user descriptions such as age,
gender, professional activity to characterize the resulting navigation patterns.
But many works are interested in describing the interest of users and thus need
to introduce semantics in the web usage mining process. [3] describes how to en-
rich logs with semantic knowledge, provided by metatags and RDF annotations
and how URLs are mapped into an ontology. Since our study does not use any
ontology, we just consider logs to associate contents to users in order to produce
profiles coherent with their activities and thus base our community discovering
process on practical user description.

When logs are generated by some specific application, such as those designed
using the WebML conceptual model, it is possible to take advantage of these
conceptual logs using some association mining tools, as done [4]. This approach
combines analysis of data presents in the logs with informations about the ap-
plication.

As traditional Semantic Web top-down approaches and dynamic bottom-up
ontologies seems irreconcilable, [5] shows how to connect ideas from Social Soft-
ware, and especially social tagging with the Semantic Web. The former studies
and KR&R well fit complex domains such as medicine within expert application
based on stable knowledge, but with the Web 2.0 and the Social Software, web
applications manipulate unstable and much more dynamic knowledge. P. Mika
extends the traditional bipartite model of ontologies with the social dimension,
manipulating folksonomy (from folk and taxonomy) such as del.icio.us or Bib-
Sonomy, and proposes a model combining actors with concepts and instances.
The graph-based process shows how community-based semantics emerges and
opens perspectives to propose Semantic Social internet services dedicated to
communities with their inherent dynamic ontologies. This work is very close to
ours from a methodological point of view. The difference is in its application to
Web 2.0 services and the use of folksonomy as tag resources, which could be an
interesting extension for us.

4 Data

We describe here an one-year experiment involving one of the FTR&D projects.
This project uses a Webdav-based collaborative framework. The following rough
data were available:

– a set of 900 technical project-related documents, including reports, user man-
uals, meeting summary and so on (English and French language)
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– 627650 lines of document access logs by 50 people: Webdav format [6] with
user identification, time, document, protocol (get,put).

The project is an important technical project on VoIP: its size justifies the
need of a dedicated searching tool, allowing to search and browse people and
documents related to a very specific topic such as ”gateways” or ”authentication”
for example.

5 Objectives

Using unprocessed data, we want to extract the following information:

– document topics,
– users areas of interest (may be seen as ”competencies” in a R&D environ-

ment),
– similarities between users and between documents

Moreover, we also want to keep track of some initial data, such as document
usage, e.g. relations between users and documents.

As an autonomous process directly exploitable by the end-user, we store the
produced information in a relational database using a few tables. The database
is not described here, but is accessible by the web site delivering the end-user
service [7].

6 Method

In order to compute the relations between resources (documents, topics, and
people), we proceed step by step, computing information and then merging the
result in a graph as a generic structure. We chose to store the result in progress
in a graph structure instead of the database for the following reasons:

– graph structure is intuitive for relationship data,
– graph structure is convenient for most of the algorithms we used: clustering

based on neighbouring calculation, semantic propagation,
– a single graph with attributes on edges and vertices can easily represent data

that would require many tables,
– a graph with attributes on edges and vertices can easily store heterogeneous

data (nodes describing topics, people or documents); the relevant information
for us are the relationships: edges may describe usage relation or semantic
relation, and filtering tasks can focus on one peculiar type of link.

We describe now the main stages of the process.
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Fig. 1. Global process scheme.

6.1 Global process generating a network of semantically tagged
resources

We will now present the global process as shown by figure 1. Each step will be
detailed in subsequent sections.

– File analysis: keyword extraction, semantic tagging of documents
– Semantic propagation: associate a semantic description to users according

to their document use,
– Profile similarity: compare users and files according to keywords

These three main stages are designed to produce a unique and unified network
where users and documents are interconnected. The created relationships are es-
sentially semantic links: connected resources must to be interpreted as ”similar”
resources according to their semantic tags; especially between users, links mean
that users are described with similar keywords. No social relationship is taken
into account in this experiment (but let us note that adding the social dimension
would be interesting to experiment).
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6.2 File analysis

Files are processed in the following way: firstly, each document (”.doc” , ”.pdf”
etc.) is wrapped to textual data. The full collection of texts is used to produce
a vector space semantic representation (HAL- like) [8]. To this end, we compute
collocations between words, using well-chosen window size, textual units and so
on [9].

Secondly, words are clustered in a non-crisp way, so that each word may
belong to one or more clusters. Each cluster of words is then used as a ”concept”,
and labelled using the most relevant word in the cluster.

Our clustering method is based on two steps. We first compute a k-nearest
neighbour graph using word positions in the vector space. Then we compute clus-
ters using a custom graph-based algorithm. Our algorithm provides generic/specific
relationships among elements within each cluster, which is used to automatically
label clusters. The main idea of this clustering method is to sort vertices (i.e.
words) according to their specificity, using the similarity graph. Words which
are considered as neighbour by many other words are more likely to be general
and representative terms. Clusters are built around this representative terms by
following nearest neighbour links, oriented by the generality relation on words.

6.3 Semantic propagation

We use a simple but efficient way to propagate semantics to documents and
users.

The main challenge is that a single word may belong to different clusters,
i.e. may have different interpretations. If we want to extract all concepts that
appear in a text, we have to remove this ambiguity, which is complex task.

So, the main idea here is that we only want the most significant concepts for
each document. We may assume that an interesting concept occurs a significant
number of time, and that different words related to this concept will be involved.
This make our problem much simpler: we only need to discover which concepts
have the most word that may be related. We can achieve that by counting one hit
for each clusters a word belongs to. Of course, only one of these clusters deserves
the credit, and some concepts will receive undue attention. But, as we are only
interested in the most frequent concepts, we ignore concept with low count. On
the opposite side, a concept that achieves a high score has many related words
in the text, and is very likely to be relevant.

The propagation method is quite simple:

– for each word, we credit each relevant concept,
– we select the most frequent concepts.

In order to keep results balanced, a few improvements have been used:

– for each word getting the same total contribution to the score, we divide the
points given to clusters by the number of clusters,

– in order to take differences between clusters into account, we divide each
point scored by a cluster by its size; this avoids overweighting large clusters,
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– score ceiling is done according to the highest score achieved on each docu-
ment: for example, any concept with a scoring 0.9 times the greatest score
is considered relevant.

This method is used twice in our process: using document/word and word/concept
counts, we compute the set of the most important concepts associated with
each document. But also, we attribute concepts to users, exploiting the tagged-
documents result, we propagate this information to users using user/documents
logs. We get then users ”interest” or ”competencies” profiles with concepts.

6.4 Users and files similarity

In order to present readable and relevant information to end-users, we have to
calculate, for a given document, which other documents are similar. In order
to extract this information, we use the concepts previously extracted for each
document. We consider that document are similar if their distribution of concepts
are similar. This can be efficently computed if the measure of similarity is the
cosine distance and using our graph structure.

More formally, if we have two documents represented by vectors over concepts
(i.e. a value - possibly 0 - is associated with each concept), their distance can be
measured by:

d(u, v) = 1− cos(u, v) = 1− u.v

|u|.|v|
= 1− u

|u|
.

v

|v|
(1)

This means that if vectors are normalized, the distance can be computed
easily using scalar product. The following algorithm computes the k-nearest
neighbours using a bipartite weighted document → concept graph.

input : G(V,E); f : E 7→ R
output : knn : V 7→ V k

for u ∈ V do
LET score : V 7→ R
for (u, v) ∈ E do

for (w, v) ∈ E do
score(w)←− score(w) + f(u, v)× f(w, v)

end for
end for
knn(u)←− k vertices with highest score value.

end for
The most outer "for" instruction iterates |V | times, the second "for" iter-

ates |E| times (for each vertice, the outgoing edge is visited once). So the most
inner instruction is executed at most |E| × dmax times. If score is stored in a
hashmap, then the global complexity is the number of edges times the maximum
degree. In our application, the degree is the number of important concepts re-
lated to a document, and can easily be bounded. This complexity is obviously
better than the straighforward computation of every possible distance between
vertices (|V |2.dmax).
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This result is possible because we take advantage of the sparness of the data
by using a hollow structure representation (a graph in our case). In general,
computing the k-nearest neighbours on sparse high-dimensional data is a hard
problem, and spacial structures such as KD-trees do not help much because of
the low number of points with respect to the dimension (they are equals) [10],
[11].

6.5 Social browsing within a semantic-tagged network of resources

Information extracted from the data (our unified network) is available using an
Intranet application. Figure 2 is a snapshot of the user interface. Our application
is developped with the Open Source ePortfolio Framework Elgg [12]

Fig. 2. Intranet portal screenshot

This application is still under development, but it is already possible to search
for a document or a contact related to a tag. The results are presented in a
network, and thus users are invited to explore in a friendly way their project
environment by browsing through their colleagues and documents. We intro-
duce social media functionalities such as visualising global and local community
relationships. Digital communities need to have a representation of their global
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social organisation but also must support proximate social relations (the Global
Village metaphor [13]). Our tool presents the ”Global Project Community” as a
set of documents but also of people, and shows how they are all interconnected.
But the tool provides local views of the whole team/project centered on the
current userv (figure 3). We try to reproduce a natural phenomena which en-
courages people asking information to their close relations even if they are not
the experts instead of contacting gurus. Our tool is designed to present the most
relevant results in the context of one specific user’s relationships, i.e. filtering
topic-related documents to the neighbourhood of this user. Neighbourhood re-
veals here a ”semantic” proximity, but we assume that people who works in a
similar topic area may know each others. We don’t assume any ”affinity” prox-
imity but ”social” one, meaning here that colleagues working in similar domains
are in the same or close or known enterprise environment.

We think that visualising local ”semantic” context (e.g. people and docu-
ments related to ”gateways” topic) help people in situating their professional
activity and encourage them in their active participation; but through the net-
work structure, they are invited to apprehend a broader scale representation, and
can thus situate their role. We introduce SNA-based scoring methods such as
centrality measures (eigenvector centrality [14], [15]) and we think that viewing
”importance” of documents or people within the context of a peculiar thematics
will favour the Information Retrieval process. By the way, Google use the well-
known PageRank algorithm [16] which is a simplified eigenvector centrality to
calculate the pertinence of sites. Google proves that topological algorithms are
well adapted to score linked resources, and that users are familiar with this way
of thinking.

7 Conclusion

We described here a fully unsupervised process dealing with rough data (doc-
uments and users usage logs) and filling a database accessible by the end-user
web site. Our approach shows how to integrate several well-known techniques
(file analysis, clustering, propagation, similarities calculation). We propose also
to use a generic graph model to manage and generate relevant relationships be-
tween documents, between users, and between users and documents. We suggest
that graph structure is efficient to combine heterogeneous data, but also to use
techniques based on neighbourhood and distances.

We presented a tool providing browsing within a Project Team Community
where users can visualise both their proximate environment and global commu-
nity. We have just began to experiment SNA algorithms such as centrality and
hope that scoring importance of documents and people will bring natural guide-
lines to users and improve their participation. This combined approach can ob-
viously be used in other domains, such as mailing-list analysis or non-enterprise
communities.
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Fig. 3. User centered search: the centered view shows the results to the topic ”test”
request; the documents shown are directly connected to the user (the orange ones) or
in his/her neighbourhood, i.e. connected to connected users. The second screenshot
shows the centrality-based scoring where the most central users(documents) are red;
centrality is calculated in the local view and has a meaning within the request.
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Representing Social and Cognitive Networks?

Wouter van Atteveldt12, Jan Kleinnijenhuis2, Dirk Oegema2, and Stefan
Schlobach1

1 Department of Artificial Intelligence, Vrije Universiteit Amsterdam,
{wva,schlobac}@cs.vu.nl

2 Department of Communication Science, Vrije Universiteit Amsterdam,
{j.kleinnijenhuis,d.oegema}@fsw.vu.nl

Abstract. Graph-like data structures are central to the fields of Social
Networks Analysis and Relational Content Analysis, and form the seman-
tic backbone of Semantic Web (SW) and related formal representations.
Taking a Social Science perspective, we will make an inventory of the pos-
sibilities and problems in using Knowledge Representation (KR) and SW
techniques for the modeling of and reasoning with social data. We also
present a prototypical implementation of such a modeling. Our conclu-
sion is that the main difficulties are transparently extending triples with
added (meta)data, representing quantitative aspects of relationships, and
recursive embeddedness of networks. These challenges notwithstanding,
we think that the formalization of social science data has great advan-
tages and will become increasingly important as studies become more
complex and combine more different data sources and methodologies.

1 Introduction

Graph-like data structures are central to the fields of Social Networks Analysis,
Relational Content Analysis and the Semantic Web. Social Networks Analysis
(SNA) generally considers the social interactions or communication structure
between actors [1]. Each communicating actor transmits texts that lift a corner of
the veil of a particular cognitive network at a particular point in time. Relational
Content Analysis (RCA) deals with extracting the relationships between actors,
issues, values and facts from texts, for example relationships of support/criticism
or cooperation/conflict between actors, issue positions as relationships between
actors and issues, or subjective causal relationships between issue developments
[2–7]. Knowledge Representation, and especially the interrelated fields of Modal
Logics, Description Logics, and the Semantic Web, concernt themselves with
representing and inferencing over graph-like data such as RDF graphs or Kripke
Structures, and formally describing properties of or constraints on this data
[8–10].

This resemblance notwithstanding, these fields operate relatively isolated
from each other. The desire to integrate the study of communication networks
between actors [11] with the study of the cognitive networks of actors was al-
ready apparent in 1986 [12], but SNA is still primarily concerned with relations
between actors, whereas RCA is mainly targeted at studying the separate cog-
nitive networks of the media and powerful political actors. Finally, the Modal
Logics KR community is mainly interested in studying the formal properties of
graphs and logical formulas and the relations between them.

This paper will not present clear solutions or scientific findings of applying
KR techniques to social data. Rather, it will investigate the possibility of combin-
ing results from these fields, specifically by looking at Semantic Web techniques

? We would like to thank the reviewers for their honest and constructive comments
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as a solution for interoperability problems in Relational Content Analysis. We
will survey which aspects of Relational Content Data can be easily modeled,
and which aspects cause more problems. Finally, we will present a first concrete
prototype application using those aspects that can be easily implemented.

1.1 Relational Data in Different Disciplines

Representation of SNA and RCA data in the data structures that were devel-
oped recently by the KR community, such as RDF, appears to be desirable. In
the first place, formal KR techniques allow us to have declarative semantics of
our networks, allowing for easier sharing and combining of data. Moreover, the
newlydeveloped data structures promise access to a wide range of tools for logi-
cal, statistical and graphical analyses. This would be an enormous improvement
as compared to the common practice of either using multiple-purpose statistical
programs which do not reckon with the precise nature of network data, or using
relatively ad hoc stand alone programs to analyze network data and likewise
formats to share the data.

In general, representing graphs in RDF is a trivial matter, and the subtype
mechanisms in RDFS provide for formal definitions of vocabulary in terms of
shared concepts as required for combining heterogeneous data sources. However,
two features present in certain social and cognitive networks analyses pose prob-
lems: Recursion/embeddedness of networks and nominal or quantitative aspects
of complex relationships.

Recursion in this case means the embedding of one network within another,
where the nodes of the second network are networks themselves. For example,
actors, who are the nodes in a social network, have a cognitive network, which
contains a representation of the social network that surrounds them, which re-
cursively consist of nodes which contain perceived cognitive structure of these
actors. Although RDF has some support for reification this is generally criticized
as a weak feature (eg [13]). Multidimensional logics allow graphs to be embedded
in graphs, but this is still very much work in progress. Note that within SNA and
RCA embeddedness is still a substantive and methodological challenge, so this
can be seen as a joint problem rather than a solution looking for a representation.

The other problematic feature is that relationships are often complex, with
different quantitative and qualitative aspects that need to be represented. Re-
lationships may belong to different classes or categories such as willing, acting,
and causation. Additionally, pervasive aspects of social relationships in a par-
ticular time span, such as the frequency or duration of contacts, the average
degree of agreement/disagreement, their ambiguity, or their inconsistency are
represented as real numbers. RDF(S) is highly suited for representing different
nominal aspects of relations using the subproperty mechanism, and describing
quantitative aspects of nodes is possible using the typed literal system. However,
representing quantitative aspects of relations is difficult in RDF as relations are
not allowed to be the subject of other relations, and no mechanism exists for
valued or complex relations.
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1.2 Structure of this paper

This paper starts with two recent studies from the field of Relational Content
Analysis to indicate the needs to be addressed by any formal Knowledge Repre-
sentation of SNA and RCA. The first case study, described in the next section,
presents an analysis of the reciprocal influences between internet forums and
mainstream news media with respect to the immigrant issue in the Netherlands
from 2001-2005 [14]. This section outlines the challenges connected with com-
bining data at different levels from different sources.

The subsequent section is based on an analysis of media coverage of the 2002
election campaign in the Netherlands, which was dominated by the immigrant
issue and the assassination of Pim Fortuyn [15]. This case study uses a method
with complex relations with both quantitative and qualitative aspects.

The last substantive section will briefly describe a way to model this data
in an RDF framework. This will make the problems mentioned earlier more
concrete and show which aspects can be very successfully modeled, highlighting
the benefits for the RCA and SNA community in adopting these methods.

2 Emotions and Influence on the News and the Net

Discussion forums3 reduce the costs of publicly articulating private feelings, mak-
ing them a much used vehicle for expressing (minority) views on controversial
issues. Discussion forums therefore provide interesting data for media effects
studies. In this section we will describe a recent exploratory investigation of
emotions and issues on two Dutch internet forums in connection with the issue
of immigration.

2.1 Data and Operationaliztion

The research question is how emotions and impassioned expressions from indi-
vidual cognitive networks interrelate with the social influence relations between
the mass media and the discussion forums.

We expect discussion forums to show a selective expression of negative emo-
tions, polarization and flaming. From the Agenda Setting hypothesis, which
states that issues receiving much media attention will be perceived as impor-
tant, it is furthermore expected that the topics of the postings to be strongly
influenced by the topics written about in the news [16, 17].

We collected postings of the two on-line discussion groups from October 1st
2003 through to July 31st 2005. Also, newspaper articles containing relevant
actors or issues from the five biggest Dutch national newspapers were retrieved
from the LexisNexis archive. The measurement units for the automatic content
analysis were separate postings and news articles. A random sample of 30% of
all Internet postings was drawn (28,671 and 38,212 postings for marokko.nl and

3 We will use discussion forums and Internet forums interchangably to refer both to
web-based forum systems and Usenet groups
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The immigration issue in the Netherlands
Islamic immigrants became the foremost controversial issue in the political debate
in the Netherlands after 9/11. Besides the events in New York, this was largely
due to Pim Fortuyn, a charismatic newcomer to the political scene characterized
by the New York Times as “a gay right-wing populist who stood out in the gray
political world of the Netherlands”. During much of the 2002 election campaign he
attracted more media attention than any other politician, voicing radical opinions
that until then had been regarded as taboo in the liberal press.
Examples of such statements where his promise that “no Muslim will come in”,
and his statements such as “Islamism is a backward culture”, and “I want to get rid
of the constitutional prohibition of discrimination”. Attention for the immigration
issue rose to a climax in May 2002, the election month during which Pim Fortuyn
was assassinated by a left-wing animal rights extremist.
‘Never speak ill of the dead,’ and accordingly the press and the vested parties
alike suddenly started praising Fortuyn for having torn down the taboo of seeing
immigration as a problem. This stimulated a revaluation of free speech over polit-
ical correctness, leading to an increasingly polarized debate. The film Submission,
in which Ayaan Hirsi Ali and Theo van Gogh projected Quran texts onto the
body of a naked woman being tortured, and the subsequent killing of Van Gogh
in November 2004, was fuel for further polarization.
Although the tone in the newspapers remained civil, this polarization is strongly
reflected (or even overrepresented) on the internet forums, as two excerpts from
the internet forums investigated for this research show:

From nl.politiek, a right-wing ‘white’ usenet group:

It’s all right with me if they shoot to grits the complete Islam and all the ***
dogs who belong to it. ***, dead for all of you, filthy headscarf *** and stinking
blokes. *** the goats in your own rotten country. AND NOW *** OFF, ALL
OF YOU. PHEW!

From marokko.nl, a Dutch language Moroccan discussion forum:

Filthy *** Soussian glutton, may your gullet be given an acute *** and your
*** make a somersault through your cellulitic *** as far as up your bulging
eye. [...] everything has its own limits thus FREEDOM OF SPEECH too

nl.politiek respectively) while for the national newspapers all articles were
collected (n=40,429 articles).

In a methodology comparable to [18], disgust, hatred, shame, love, eagerness,
pleasure, polarization and flaming were measured using an automated content
analysis with a list of all the direct synonyms of these emotions as their indica-
tors. Disambiguation conditions were formulated to ensure that they occurred
in an emotional context. To test the agenda setting hypotheses that the mass
media influence the discussion forums, we specified a list of actors and issues
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Table 1. Operationalization of and attention for a selection of actors and issues

Row attention scores are percentages, (sub)totals are frequencies

Cluster Example keywords #cl #obj newsp. nl.politiek marokko.nl

government Prime Minister, minister 1 56 27.8 12.8 10.6
rightist ideologues Ayaan Hirsi, Van Gogh 1 12 20.1 36.6 37.9
judicial power Supreme Court, judges 1 10 6.6 3.7 6.0
Islamist extremists Mohammed B., Samir A. 1 14 3.8 3.2 7.9
immigrant pressure gr. immigrant interest groups 1 15 1.5 .8 .8
... ...
subtotal actors 17 256 157033 39006 17058

terror terror, 9/11, Madrid 2 20 33.4 26.3 18.2
crime crime, murder, rape 8 105 19.8 17.3 11.5
Islam Islam, Quran, mosque 1 14 14.0 19.7 40.6
War Iraq, EU enlrgmnt enlargement EU, Schengen 1 24 5.2 1.4 .7
Christianity Christianity, churches 1 2 3.6 2.9 2.8
employment (un)employment 1 3 .3 .2 .1
... ...
subtotal issues 25 266 245723 49229 54502

total actors and issues 42 522 402757 88235 71560

divided into clusters for which we defined keywords and disambiguation condi-
tions. Table 1 lists a subset of the 42 clusters of actors and issues we used and
the number of objects per cluster as well as some example keywords, and the
frequencies of these clusters in the newspapers and forums.

2.2 Results

The first object of our investigation is the frequency of verbal indicators of emo-
tions, polarization per 10,000 words, presented in Table 2. As was expected the
three emotions with a negative action tendency towards others - disgust, shame
and hate - are more prominent in discussion forums than in newspapers. Polar-
ization and flaming are more prominent in the discussion forums also. Disgust
and hatred are even more prominent on marokko.nl than on the right-wing dis-
cussion forum nl.politiek, but polarization and flaming are most prominent
on nl.politiek. Participents at at marokko.nl express positive emotions less
often than the Dutch newspapers or the users of nl.politiek.

Table 2. Number of linguistic stylistic markers of various types per 10.000 words

hypotheses emotions examples newsp. nl.politiek marokko.nl

positive emotions love love, sympathy, tenderness 2.9 3.0 2.5
(control) eagerness eager, passionate 0.7 0.6 0.4

pleasure pleasure, sensuality 2.5 3.6 2.6
negative emotions shame ashamed, embarrassed, faulty 2.5 4.2 4.2

disgust distaste, aversion, nauseating 5.5 6.4 7.2
hatred hate, absolute disdain, revenge 3.4 5.3 5.8

polarization polarization crazy, lunatic, total, enormous 5.6 8.7 5.0
flaming flaming racial, religious, bestial,Berber 4.1 21.5 11.6

The next question is: How the mass media and the discussions forums influ-
ence each other? For the sake of brevity the threads or interactions between indi-
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vidual participants in a discussion will not be discussed here (cf [19]). Correlation
coefficients between the attention for actors and issues in the mass media and
the discussion forums indicate a high level of interrelatedness (0.60 < r < 0.77,
n= 522 objects in 22 months=11,484 units of analysis). The same holds for cor-
relations between the mass media and the discussion forums with respect to the
attention for specific associations between actors and/or issues (0.75 < r < 0.60,
n=561 associations between clusters). Although the discussion forums might dis-
agree strongly with each other qualitatively, the agreement with respect to the
agenda of relevant issues found here is relatively strong; they might have differ-
ent opinions but they have opinions on the same subjects. The most important
difference between topics in the mass media and the discussions forum is that
the latter focus on a narrower set of actors and issues.

Correlations do not prove causality. A structural equation model was es-
timated to assess the causal order of the agendas of the newspapers and the
two discussion groups. The assumption underlying such a model is that each of
the three agendas is determined autoregressively by its own recent past (i.e., the
agenda of last month) as well as by the current editions of the two other agendas.
A visual representation of this model is given in Fig. 1, where the boomerang ar-
rows indicate autoregression and the arrows without source are the unexplained
variance.

Fig. 1. A reciprocal model of first order agenda setting: who influences whom?

 

news


gathering


newspapers


0
.
38


new experiences

Marokko
.
nl visitors


Marokko
.
nl


0
.
26


new experiences

Nl
.
politiek visitors


Nl
.
politiek


0
.
33


0
.
62


0
.
22


0
.
12


0
.
20


0
.
28


0
.
33


0
.
16


0
.
37


0
.
37


Each of the estimated parameters is highly significant, whereas the fit of
the complete model is acceptable (CFI=0.91, df=3). A comparison of the top-
down estimates (from newspapers to the discussion forums) with the bottom-up
estimates (from discussion forums to newspapers) shows that top-down agenda
setting is not dominant, as was expected on the basis of earlier research on agenda
setting. Bottom-up influences are significant, especially for nl.politiek. The
equations show that marokko.nl and nl.politiek play an exhaustion game
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(0.22 and 0.20), with nl.politiek getting more fresh blood from the media
every month than marokko.nl (0.37 as compared to 0.16), but marokko.nl

getting far more regeneration from its own past (0.62 as compared 0.28).

2.3 Forum Representation

In representing internet content we automatically measured two separate things
per posting: the emotional value and the topics and actors discussed. From this,
an association graph was created where the edges are the associations made be-
tween topics. For further research, these edges will be enriched with the average
emotional content of postings associating the two. Furthermore, a taxonomy was
defined over the vocabulary, which allowed us to collapse similar nodes, creating
a more parsimonious graph and hopefully reducing noise.

We would expect a representation of this data to store both association
strengths and emotional value per posting, and to allow us to query for the
average associations and emotions per actor or cluster pair for a given period of
time.

In this study, the media content was investigated using the same method as
the forum content. However, there are existing corpora of annotated newspaper
content. Often, we want to combine new data with existing data, possibly using
a different vocabulary and methodology. Formalizing the vocabulary of both
studies into an ontology an important first step towards combining their data.

For future research, it would be very interesting to look at the internet forum
not as a single association graph but as an interrelated collection of personal
cognitive maps. Such a representation potentially allows for investigating the
interaction between personal world view, overall forum content, and mass media
content. Although such an analysis would pose many substantive problems as
well, representing this data in a sensible manner might be a first step toward
systematic explorataion.

3 Cognitive networks presented by the media

This section will show a more complex Relational Content Analysis of the cam-
paign for the 2002 Dutch parliamentary election. Whereas the previous section
focussed on frequency and co-occurrence, the method in this section also con-
siders qualitative and real-valued quantitative aspects such as the nature (cau-
sation, disagreement) and degree of the relation between actors. Additionally,
embeddedness arises from the introduction of cognitive networks according to
quoted or paraphrased sources.

3.1 Data and operationalization

Relational Content Analysis uses a graph structure as a text representation,
generally having relevant actors or issues as nodes and their relations according
to the text as edges. The Relational Content Analysis method used here is the
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Political Campaining and the Immigrant Issue
As an example of Relational Content Aanlysis, we will look at the 2002 landslide
election victory of the assassinated Pim Fortuyn. Fortuyn succeeded in putting
the immigrant issue and its connection to crime, Islam, and terror on the polit-
ical agenda, taking many votes away from the established political parties who
shunned these sensitive issues [15].
Initially, the incumbent coalition parties PvdA (Social Democrats), VVD (Con-
servatives) and D66 (Liberal Democrats), very much aware of the danger Fortuyn
could pose, tried to keep him out of the debate. Instead, they emphasized instead
‘serious’ differences of opinion between the incumbent parties themselves along
the traditional division line between liberal and conservative parties.
In the meantime, Fortuyn was still getting media attention and continued to rise in
the polls. On February 9, three months before the elections, he gave an interview
airing a number of extremist views, after which the incumbent parties decided that
Fortuyn’s views were unacceptable in the political debate; his statements allegedly
went too far, branding him as a right-wing extremist apparently unaware of what
had been done to Anne Frank. This, of course, only served to put Fortuyn’s issues
firmly on the agenda.

NET method, which is an elaboration of the more generic Evaluative Assertion
Analysis developed earlier [4, 20, 3].

In the NET method, each analyzed sentence is represented as a number of nu-
clear statements, which are essentially triples containing the [Subject; Connection;
and Object] of the statement. The Connection in turn consists of a nominal Type,
such as associative, causative or affinitive, and a quantified Quality ranging from
-1 (total dissociation or dislike) to 1 (maximal association or support). The triple
can have an optional quoted source, turning it into a quadruple or embedded
triple.

For example, the sentence ”The President has been accused of corruption by
the house minority leader” is represented by the quadruple [MinorityLeader :
[President; (ACT + 1); Corruption]], which shows us a glimpse of the cognitive
network of the house minority leader. From this embedded triple we can infer
the surface triple [MinorityLeader; (AFF − 1); President], since corruption is
known to be negative. Moreover, depending on the research question, we might
want to conclude [President; (ASS + 1); Corruption] (rules for these inferences
are described in [20]).

Although some of the information in the text is inevitably lost in the NET
coding process, applications of this method have shown that much relevant in-
formation can be systematically extracted and quantified. An example of such
information could be the average degree of cooperation or conflict between two
specific actors in a given time span. Based on the frequency of interaction and
the average degree of cooperation or conflict between two actors, division lines
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between actors in the network can be established, for example for partitioning a
network into coalitions or ‘blocks’ [21].

For the period from September 2001 until the elections of May 2002 a re-
lational content analysis was performed, based on the complete items for three
televisions news magazines and the headlines and leads for five national news-
papers. This resulted in 35,031 [source : subject; predicate; object] quadruples,
12,664 from television news and 22,367 from the headlines and leads of news-
papers. The vocabulary consisted of roughly 750 different nodes representing
actors (e.g. MPs, ministers, mayors, advisory councils) and issues (e.g. social se-
curity, crime). Here the emphasis will be on relations of cooperation and conflict
between the political parties, with the focus on the question whether the divi-
sion lines between political parties shifted after February 9 when the established
parties could not ignore Fortuyn anymore.

3.2 Results

The content analysis of newspaper and television news reveals indeed that the
media from February 9 onwards replaced the dividing line between leftist and
rightist parties that was apparent from the news with a line between Pim Fortuyn
on the one hand and the vested coalition parties on the other. This shift resulted
in a dramatic loss for the incumbent parties, and an unprecedented election
victory out of the blue for Pim Fortuyn’s party, and for the CDA (Christian
Democrats), who were the only other party to address the immigrant issue,
albeit in softer tones (‘the multicultural society is not something to strive for’).
A graphical representation of the conflict network between the major parties is
given in Figs. 2a and 2b.
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Fig. 2. Relations between the major parties before (a) and after (b) the February 9
interview; dashed lines indicate a positive relationship, grayscale indicates intensity
and width indicates frequency.
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3.3 Representing Relational Content

Using a manual Relational Content Analysis technique, we were able to construct
a very detailed picture of the relations between different actors and nodes during
a campaign. This results in a manually created graph per article of complex
relations (consiting of a nominal type and real-valued strength) between actors
and issues. Complicating this further, quoted statements in an article create
separate embedded graphs for the quoted source, with recoding rules interfacing
between the two graph layers.

What we would expect of a representation language is a way to represent
both the nominal and real-valued aspects of these relations. Moreover, we would
want to be able to query this data to summarize these results for a selection
of nodes and articles (such as all articles per week per newspaper). Finally, we
want to be able to know to which node in an article graph the ’quoted source’
(sub)graphs are connected, and ideally express the recoding rules as inference
rules.

Moreover, analogous to the previous section, if we can formally represent
the vocabulary as an ontology and link it to our background knowledge (eg the
knowledge that Wim Kok was prime minister from 1994-2002) this will make it
easier to combine different data sources and define research questions formally,
at a high-level, and independent of the specific vocabulary used for the study.

4 Towards Knowledge Representation of SNA and RCA

data

The basic data model for SNA and RCA is the graph. Hence, it makes sense to
look for a representation language that uses a graph as the basic representation,
even when the task is to deal with embeddedness and with a variety of (both
categorical and real-valued) aspects of relations.

An example of such a language would be modal logic, the semantics of which
are based on Kripke Structures. In fact, earlier work finds that Hybrid Logics,
an extension of Modal Logics allowing for limited variable binding, allows for
the extraction of interesting patterns from graph representations of newspaper
articles [22].

However, Modal Logics are inherently ill-suited for representing and manipu-
lating quantitative data, such as the Quality aspect of NET connections, e.g. the
degree of cooperation or conflict between actors. This also makes Modal Logics
an impractical tool for extracting aggregate or quantitative data such as simple
questions with regard to the average degree of cooperation or conflict as posed
in the previous section. Moreover, the need for the variable binding of hybrid
logics to represent cyclic patterns leads us into a language family with little tool
support.

To counter these drawbacks, RDF(S) can be used as a representation lan-
guage for relational news content [23]. This representation, which is a W3C
standard with a broad user base and tool support, also represents information
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as a labeled graph, where both edges and nodes can be typed using a RDF(S)
hierarchy [8]. Here we will sketch the outline of this approach.

Translating the core structure of NET into RDF is straightforward due to
the highly similar data models: a statement is encoded as an RDF statement
from the Subject to the Object. Here, the connection is simplified by joining a
dichotomized quality and the type as a property, resulting in connections such
as ‘NegativeCausation’ for the original pair (‘Causative′,−1)

This immediately allows us to link the media data to an RDFS ontology
containing the background domain knowledge, featuring information such as
‘a minister is a politician’. Among other things, this allows for easy and well-
founded aggregation of data from the specific textual measurements to more
high-level (and less task-specific) theoretical concepts. This by itself can be a
very imporant advantage to the SNA and RCA community.

To track changes to the network or to be able to attribute statements to
particular media we also need to encode meta-data about these statements.
Although this can be done fairly easy using the RDF reification mechanism, it
has two serious drawbacks. The first is that the RDF specification is intentionally
vague on the semantics of reified statements, causing the community and tools
to mainly neglect this mechanism. Second, reified statements do not imply the
original statement, so coding metadata in this way means that non-reification-
aware tools or users will be unable to access the abovementioned ‘core’ part of the
data for which reification is not required. Effectively, the declarative semantics
of our core network are lost by using reification. Unfortunately, the only other
obvious solution within the original RDF framework is using n-tuples rather than
triples as suggested by [24], which also disturbs the original data by inserting
dummy nodes.

Finally, a mechanism is required to represent the quantitative nature of the
relationship. Effectively, we want to add an attribute to the relation rather than
to one of the nodes. This places us in the same position as above: both using reifi-
cation and using n-tuples via dummy nodes means losing declarative semantics
and (therefore) generic tool support.

Given these considerations we decided to use reification for both the meta-
data and the quantitative aspects (see also [25]). Although far from being an
optimal solution, this at least keeps us within the RDF specifications. Moreover,
adding extra data to existing triples seems to be a bona fide use of reification.
Furthermore, this is structurally equivalent to one of the dummy-node solutions
proposed by Noy and Rector, making the rdf:statementthe dummy node. Fi-
nally, if at some point RDF is extended with a context mechanism, the data
model can be translated straightforwardly. The RDF schema using reification is
visualized in Fig. 3a.

Using this schema to translate the data of a recent study of technological
risk coverage regarding the placement of UMTS broadband transmitters, we
were able to use SeRQL to define and extract high-level domain independent
patterns over this relational data. Moreover, using a prototypical aggregation
engine for SeRQL queries allowed us some basic manipulation of the quantitative
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data. A screenshot showing how a specific pattern is detected in an article using
prototype is shown in Fig. 3b; please see [23] for more details.
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Fig. 3. (a) The RDF schema used; (b) a screenshot of the system showing a pattern
detected in an article using an aggregate SeRQL query

However, the goals of sharing our data across communities and linking it to
existing tools and data sources are strongly compromised by the use of a se-
mantically difficult mechanism (reification) for two conceptually different goals,
namely quantifying relations and representing metadata [23]. Recent proposals
in the RDF community for adding a Named Graph context mechanism to RDF
could solve some of these problems, although the clarity of using contexts for
coding both quantitative aspects and metatada is questionable [13].

This implementation intentionally ignored embedded networks such as quoted
sources since reifying a reified statement is impossible. However, as Named
Graphs as proposed by [13] do allow for nested graphs, their proposal might
be more promising in this respect.

5 Discussion

Since Social Networks Analysis, Relational Content Analysis, and Semantic Web
techniques all use graphs as a modelling primitive, we expect that much can be
gained by combining results from these fields. This paper summarized two recent
Relational Content Analysis studies, one using automatic text analysis and one
using manual annotation, and a proposed method for formalizing the structures
from these analyses in RDF.

This formalization was hampered by two features of the investigated content
analysis methods: Quantitative aspects of the relations and embedded graphs.
Nonetheless, a model was created using the reification mechanism that allowed
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us to express and query the data in a satisfactory manner, although it ignored
the embedded aspects. If a mechanism is added to RDF that allows for nested
Named Graphs, such as proposed in the Semantic Web literature [13], it will
be easy to transform the presented data model into a more elegant model using
these Named Graphs, taking away some of our objections. Moreover, this would
also make it possible to represent the embedded graphs.

One of the biggest advantages of settling on a formal data model that allows
for a good definition of the used vocabulary, such as RDFS, is that this will
greatly increase the ease with which data from different sources can be exchanged
and combined. As we expect the necessity for studies combining data to grow as
a consequence of the increasing sophistication of Communication Science theory
and the increasing interconnectedness of communication, this formalization will
become ever more important.

In conclusion, we would like to state that we think there is a great future
for the use of formal KR methods in the Social Sciences, and in particular in
the Relational Content Analysis and Social Networks Analysis, both due to the
relative complexity of the data structures involved and the close match of these
data structures to the graph structures used in Semantic Web (and related)
formalisms. However, more work is certainly needed in terms of support for
real-valued data, and for enriching existing triples in a transparant way. Finally,
recursive use of networks as nodes in other networks, which is a daunting chal-
lenge in both substantive theory and from the perspective of Representation and
Reasoning, is a field where much might be gained from collaboration between
these fields.
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Abstract. We have been focusing on three-layered socialized semantic space,
consisting of social, ontology, and concept layers. In this paper, we propose a
new measurement of semantic centrality of people, meaning the power ofseman-
tic bridging, on this architecture. Thereby, the consensual ontologies are discov-
ered by semantic alignment-based mining process in the ontology and concept
layer. It is represented as the maximal semantic substructures among personal
ontologies of semantically interlinked community. Finally, we have shown an ex-
ample of semantic centrality applied to resource annotation on social network,
and discussed our assumptions used in formulation of this measurement.

1 Introduction

We have been focusing on constructing socialized semantic space to efficiently provide
semantic collaboration and interoperability between people. With the emergence of se-
mantic web, users (or actors) on social network have been applying their own personal
ontologies to annotate the resources for improving interoperability between each other.
However, as the number of users and ontologies are dramatically increasing, the struc-
ture of these networks are getting complex. Then, people aresuffering from sharing and
searching for the relevant information from the networks. In order to solve this prob-
lem, we have proposed a three-layered architecture for constructing socialized semantic
space, (shown in Fig. 2) [1]. This space is designed to propagate the relational informa-
tion not only within a layer but also between layers. We have provided the principles
for extracting similarity between concepts and propagating this similarity to a distance
and an alignment relation between ontologies.

In this paper, we define the notion of semantic centrality, which expresses the power
of controlling semanticinformation flow on social network, and propose a novel net-
work analysis method for measuring semantic centrality. Thereby, we need to discover
the consensual ontologyCO from personal ontologies applied to annotate the resources
in personal information repositories. In fact, social network analysis (SNA) has re-
garded a consensus implying the central principles underlying the network as an im-
portant challenge [2]. With respect to semantic interoperability between heterogeneous
information sources, consensual ontology is playing a roleof a “semantic pivot” be-
tween heterogeneous information sources [3]. Here we assume that the consensual on-
tology should be simply organized as a set of concepts which are “most commonly”
used in personal ontologies, as well as the relations among these concepts.
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2 Jason J. Jung and Jérôme Euzenat

Basically, data mining methods are to uncover the hidden (more exactly, frequent)
patterns from a given dataset like transactional databases. They also have shown the
power of analyzing the structured datasets from various domains. Such datasets are not
only XML documents [4] but also web link structure (or topology) [5], and protein
structures [6].

In the similar way, we are motivated to extend simple frequent pattern mining
method (e.g.,Apriori algorithm) tosemantic substructure mining(SSM ) algorithm
building consensus ontology, because ontologies are basically composed of a set of
classes (or concepts)C and relationsR between the classes [7]. In terms of social net-
work, we can exploit the consensual ontology to measure semantic centrality of the
participants on the corresponding social network, with respect to the quantity of major
semantic information.

The remainder of the paper is organized as follows. Section 2simply reviews several
definitions in previous studies. Section 3 explains the semantic substructure mining
algorithm for building consensual ontology, and then section 4 addresses the semantic
centrality measurement from a given subgroup in social network. In section 5, we show
an example and argue main contributions of this study by comparing with related work.
Finally, section 6 will draw a conclusion and mention some issues as our future work.

2 Centrality measures on social network

A social network is denoted as a graphG = (N,E), whereN (a set of nodes) andE
(a set of edges) represent users and links between users, respectively. In this paper, we
consider only directed and labeled graphs. A pathp(i, j) between two arbitrary usersui

anduj in graphG is a sequence of nodes and edges〈n0, n1〉, 〈n1, n2〉, . . . , 〈nk−1, nk〉,
beginning withui (= n0) and ending withuj (= nk), such that each edge connects its
preceding with its succeeding node. The length of path is thenumber of edges (here,
k), and we denote the set of shortest paths betweenui anduj asSP (i, j). Thus, the
shortest path distancespd(i, j) between two usersui anduj is the minimum element
fromSP (i, j). Additionally, by Bellman criterion [8], letσi,j(n) indicate the number of
shortest pathsp(i, j) ∈ SP (i, j) that noden ∈ N lies on. Basically, the centrality mea-
sures of a user are computed by using several features on the social network, and applied
to determine the structural power. So far, in order to extract the structural information
from a given social network, various measurements such as centrality [9], pair closeness
[10], and authoritative [11] have been studied to realize the social relationships among
a set of users. Especially, the centrality can be a way of representing the geometrical
power of controllinginformation flowamong participants on social network.

Table 1 shows four kinds of centrality measurements. Centrality CC andCG are
based on the distances with the rest of nodes, whileCS andCB emphasize the medium
mediating between a pair of nodes. These are dependent upon the notion of the charac-
teristics of social network. Also, we may apply hybrid approach of topological features,
as combining different centrality measurements.
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Table 1.Centrality measurements on social network

Closeness centralityCC [12] CC(n) = 1∑
t∈N

spd(n,t)

Graph centralityCG [9] CG(n) = 1
maxt∈N spd(n,t)

Stress centralityCS [13] CS(n) =
∑

s 6=n6=t∈N
σs,t(n)

Betweenness centralityCB [14] CB(n) =
∑

s 6=n6=t∈N

σs,t(n)

|SPs,t|

3 Discovering consensual ontology

In this section, we explain how to build the consensual ontology. Thereby, we focus
on extracting the most frequent and common classes from a setof ontologies on social
network. Substructure mining method will be briefly described, and then, we will show
how it is applied to discover consensual ontology.

3.1 Background of substructure mining

Basically, data mining process (e.g.,Apriori algorithm) can find out the correlation
between items by statistical analysis of their occurrencesin a given database. It consists
of two steps;i) generating the candidate combinations, andii) pruning by evaluating
them with user-specified constraints like minimum support and confidence.

As extending to structured datasets, graph (or tree) miningis to discover the max-
imal frequent substructures from a given graph-structureddataset. For generating the
candidates, the topological analysis is needed to justify whether each subgraphG′ is
a candidate of a given graphG or not.G′ = (N ′, E′) is inducedfrom G = (N,E),
represented asG′ � G, if and only if there exists a mapping functionθ : N ′ → N

such thati) for each noden′ ∈ N ′, n = θ(n′), andii) for each edge〈n′
i, n

′
j〉 ∈ E′,

〈ni, nj〉 = 〈θ(n′
i), θ(n

′
j)〉. Hence, onlyG′ � G can be included in a set of candidate

subgraphs [15].
Next, each candidate’s support is given bySUP (G′) = FreqD(G′)

|DB| where|DB| is
the number of graphs in a given databaseDB, andFreqD(G′) =

∑
T∈DB Occur(G′)

counting the frequency of subgraphG′. The G′ of which support value is less than
minimum support has to be discarded. The candidates over minimum support are joined
each other to find out the larger subgraph. After repeating these steps, eventually, the
maximal frequent subgraph can be uncovered.

Particularly, in subtree mining,PatternMinerandTreeMinerpropose a level-wise
algorithm based onApriori scheme [16] for mining association rules and depth-first
searching for using the novel scope-list, respectively [15].

3.2 Semantic substructure mining algorithm

The personal ontologiesPO on social network is the target of this paper. We regard
these personal ontologies as graph-structured knowledge,because they are generated
by merging the ontology fragments derived from the reference ontologies by the corre-
sponding user’s manual (or semi-automatic) coding [1].
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Given a set of personal ontologies, we focus on discovering the consensual ontology
CO underApriori assumption. As extending basic idea of data mining (described in the
previous section), the semantic substructure mining algorithm SSM follows the three
steps;

1. initialization of a set of candidate classesCDT 1 = {. . . , {ci}, . . .},

2. expansion ofCDT t−1 to C̃DT
t
= {. . . , {ci, . . . , ci+t−1}, . . .} by join operation,

and
3. refinement ofCDT t by evaluation with user-specific minimum supportτSUP

whereC̃DT andCDT indicate the power sets including the frequent class sets and
the candidate class sets, respectively. The second and third steps are repeated until the
constraints such as minimum supports are met (t = T ). It means that we can finally get
the consensual ontology which is composed ofT classes.

Semantically induced substructureA candidate class is supposed to be a substructure
semantically inducedfrom the set of ontologies, and it is represented by

cdtti �
⋄ POk ⇐⇒ SemInd(cdtti, POk) ≥ ζ (1)

wherecdtti ∈ C̃DT
t

andPOk ∈ PO. For testing this induction, matching two ontolo-
gies has to be conducted by using the semantic similarity measurement, proposed in
[17], rather than simple string-matching, in order to reduce some lexical heterogeneity
problems such as synonyms. Hence,SemInd is given by

SemInd(oi, O) = max

∑
〈c,c′〉∈Pairing(oi,O) SimC(c, c′)

|oi|
(2)

in whichPairing provides a matching of the two set of classes. It is established by find-
ing the best matching which is maximizing the summation of the similarities between
the classes. The basic notion can be described that two entities are more similar, if they
have the more similar features. Then, the class similarity measureSimC is formulated
as

SimC(c, c′) =
∑

E∈N (C)

πC
EMSimY (E(c), E(c′)) (3)

= πC
L SimL(c, c′) + πC

supMSimC(Esup(c), Esup(c′))

+ πC
subMSimC(Esub(c), Esub(c′))

+ πC
sibMSimC(Esib(c), Esib(c′)) (4)

whereN (C) ∈ {E1, . . . , En} is the set of all relationships in which classes are in-
volved (in this paper, we are considering three relationships; superclass, subclass, and
sibling class), andπC is the normalized weighting factor to the corresponding relation-
ships. Also, similar to Eq. 2, the set functionMSimC is given by

MSimC(S, S′) =
max

∑
〈c,c′〉∈Pairing(S,S′) SimC(c, c′)

max(|S|, |S′|)
. (5)
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Finally,SemInd(cdtti, POk) is assigned into[0, 1]. Thus,cdtti of which similarity with
a given ontologyPOk is overζ is regarded as one of semantically induced substructures
from POk. When ζ = 1, only candidates exactly matched will be chosen without
concerning about the semantic heterogeneity.

Expansion and refinement by evaluation In order to discover the maximal frequent
substructure, we have to repeat these two processes; expansion for generating candi-
dates and refinement. Refinement process of candidates induced from personal ontolo-
gies, exactly same as in general data mining, is to compare the frequency of the cor-
responding substructure candidate with user-specific threshold (e.g., minimum support
τSUP ). The candidatecdtti extracted through comparing the similarities measured by
SemInd with ζ can be counted as the occurrence in the set of personal ontologiesPO.
FunctionOccur⋄ returns 1, ifcdtti �⋄ POk. Otherwise, it returns 0. Thus, frequency
of a candidate isFreqPO(cdtti) =

∑
POk∈PO Occur⋄(cdtti), and the support is given

by

SUP (cdtti) =
FreqPO(cdtti)

|PO|
=

∑
POk∈PO Occur⋄(cdtti)

|PO|
. (6)

Only the candidate set of classescdtti of which supportSUP (cdtti) ≥ τSUP can be

chosen to generate the expanded candidates̃CDT
t+1

.
After a set of candidate featuresCDT 1 is initially selected by

CDT 1 = {cdt1i |SUP (cdt1i ) ≥ τSUP }, (7)

we have to expand the set of candidate class sets and refine them wheret ≥ 2. Thus,
CDT t is obtained by

CDT t = refine(C̃DT
t
) (8)

= refine(expand(CDT t−1)) (9)

where functionrefine is to evaluate

(
|CDT t−1|

t

)
set elements generated by function

expand where|CDT t−1| is the total number of the single classes inCDT t−1.

3.3 Consensual ontology and semantic subgroup discovery

By using semantic substructure mining algorithm, the maximal semantic substructures
were able to be obtained from a given set of personal ontologies. Then, the consensual
ontologyCO is represented as{cdtTi |cdtTi ∈ CDTT , SUP (cdtTi ) ≥ τSUP } when

C̃DT
T+1

is an empty set.
However, we have to realize the problem when the target social network is inter-

mingled with semantically heterogeneous communities. Substructure mining algorithm
based on counting simple occurrence (or frequency) analysis is difficult to build more
than two consensual ontologies at the same time. Thereby, the social network should be
fragmented into the communities (or groups [18]) whose semantic preferences are more
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cohesive with each other than others. In other words, this issimilar touser clustering
based on the semantic cohesion among users on the social network. Thus, letK the
number of communities (user groups) on social network. The best combination of user
groups is obtained by maximizing the objective functionFSubGroup(UG1, . . . , UGK)

maxFSubGroup = max

∑K
k=1 Distance(COi, COj)

K
(10)

= max

∑K

k=1(1 − SimC(c ∈ COi, c
′ ∈ COj))

K
(11)

≈ min

∑K

k=1 SimC(c ∈ COi, c
′ ∈ COj)

K
(12)

whereCOi = SSM(UGi). FunctionDistance is derived from similarity measure by
taking its complement to 1. Through this equation, the underlying communities can be
found out. Each time the functionrefine of SSM algorithm is finished, this process
should be conducted.

4 Semantic centrality

As mentioned in Table 1, there have been several centrality indices to measure the power
of structural position on social network. However, they arenot appropriate to reflect the
centrality among the underlying semantic relationships between personal ontologies on
the socialized semantic network introduced in our previouswork [1].

We define a semantic centrality as the power of semantic bridging on the semantic
social network. Suppose that two userss andt are not able to communicate with each
other, due to the semantic heterogeneity between their personal ontologiesPOs and
POt. Thereby, we need to search for the personal ontologyPOi of which semantic
centrality is high enough to reconcile these ontologies. ItmeansPOi is containing
some classes matched with the consensual ontologyCO. We intuitively assume that
a user is assigned higher semantic centrality, as his personal ontology includes more
consensual classes in common. Thus, we formulate a semanticcentrality of i-th user
C⋄(i) as

C⋄(i) =
|POi ∩ CO|

|POi|

∑

s 6=t6=i∈N

σ⋄
POs,POt

(POi)

|SP ⋄(s, t)|
(13)

which means the semantic closeness (or coverage) of the personal ontologyPOi to the
discovered consensual ontologyCO. The denominator|POi| is for the normalization
by the total number of classes organizing the personal ontology.SP ⋄ is a pair of users
whose personal ontologies are not semantically interoperable directly. So,CB can be
replaced byCC or others. More importantly, functionσ⋄ is to determine the efficiency
of reconciliation, and it is given by

σ⋄
POs,POt

(POi) =
|POs ∩ POi| · |POt ∩ POi|

|POs ∩ CO| · |POt ∩ CO|
(14)
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which expresses that the number of matched classes between two ontologies is in linear
proportion, in contrast of that of matched classes with consensus ontologies. Addition-
ally, in Eq. 13 and 14, the counting computation of union setsis done by

|A ∩ B| = count(〈c, c′〉)〈c,c′〉∈Pairing(A,B),SimC(c,c′)=1. (15)

As next issue, we note that there are two kinds of semantic centrality measurements,
with respect to the scope and the topologies of communities.

– Local semantic centralityC⋄
L means the power of semantic bridging between the

members within the same community.
– Global semantic centralityC⋄

G implies the measurement of the bridging power be-
tween two communities.

Then, for computing these centrality measurements, the communities on the whole so-
cial network should be firstly organized by usingSSM algorithm. Local semantic cen-
trality C⋄

L is computed by

C⋄
L(i) = αT CB(i) + (1 − αT )C⋄(i) (16)

where the first term is for reflecting the effect of physical (or explicit) social linkage of
a given community (mentioned in Table 1), and the second termis semantic centrality
C⋄. The coefficientαT ∈ [0, 1) is to control the portion of topological effects. This is
formulated as linearly combined with topological centrality measurements and semantic
centrality in Eq. 13.

On the other hand, global semantic centralityC⋄
G(i,X) of i-th user to a certain

communityX is based on three factors;i) topologically, the betweenness centrality
between the people of two communitiesI, includingi-th user, andX, ii) the similar-
ity between the consensual ontology of target communitiesX and the corresponding
personal ontologyPOi, andiii) the corresponding local semantic centrality. Thus, as
linearly combined, it is given by

C⋄
G(i,X) = βT CB(i)

∑
x∈X link(i, x)∑

u∈I,x∈X link(u, x)

+ βSMSimC(POi, COX)

+ βLSC⋄
L(i)

∑

j∈X,link(i,j)=1

C⋄
L(j) (17)

whereβT , βS , βLS ∈ [0, 1) are the coefficients controlling the portion of topological
effects, similar toαT , the similarity effects, and local semantic centrality effects, re-
spectively. For normalization,βT +βS +βLS = 1. First term simply indicates the ratio
of the linkages by the corresponding user to the total linkages with the target commu-
nity. Userj in the target communityX is a member linking to thei-th user. In second
term, we put the ontology similarity between consensual ontology of communityX
and personal ontology, because the more similar classes make the mediation power-
ful. Finally, the third term applies the local semantic centrality. When a user are linked
with more “semantically” central users in a community, his global centrality becomes
increased.
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A

B

C

B1

B2

A1

A2

B3

C1

A3

Fig. 1.Two kinds of semantic centrality measurements

We want to show two cases, with respect toC⋄
L andC⋄

G. Let three communities (A,
B, andC) organized from a given social network (the number of communities K = 3
in Eq. 12), as shown in Fig. 1. We assume that userA1, B1, andC1 are is the highest
C⋄

L within each community. First case, most possibly, is that the user whose local se-
mantic centrality is highest is also assigned the highest global semantic centrality, e.g.,
C⋄

G(C1, B) (or C⋄
G(C1, A)) calculated as

C⋄
G(C1, B) = βT (

1

3
)(

2

2
) + βSMSIMC(COB , POC1

)

+ βLSC⋄
L(C1){C

⋄
L(B2) + C⋄

L(B3)}

whereC⋄
L(C1) is assumed to be larger than any other members in communityC. More-

over, topologically,C1 is the only channel to communicate with other communities. As
second case, in communityB to C, even thoughB1’s local centrality is the highest,
C⋄

G(B2, C) might be higher due to the linkage patterns withC. This is also larger than
C⋄

G(B3, C), becauseC1 is assigned the highest local semantic centrality.
Here, the scenario is given for explaining how semantic centrality is applied to.

Above all, Fig. 2 shows the three-layered architecture of semantic social network, which
is composed of a social layer, an ontology layer, and a concept layer. While social layer
can simply store the physical connections between users, ontology layer represents the
personal ontologies applied to annotate the correspondinguser’s resources. The classes
organizing these ontologies are located in concept layer, so that they are aligned to mea-
sure the similarity. Assume that five users are organizing social network and their links
are shown in social layer. With respect to the traditional centrality measurements, we

Table 2.Measuring centrality on social network

Centrality Antoine Jerome Jason Arun Sebastien
Closeness centrality 1/7 1/6 1/5 1/7 1/9

Betweenness centrality 4/10 7/10 9/10 4/10 4/10
Semantic centrality ⋆

found out thatJasonis the most powerful user, as shown in Table 2. However, during
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Fig. 2.A three-layered social semantic network

bottom-up inference (which is from concept layer to social layer), the underlying hidden
patterns are uncovered. The semantic bridging betweenAntoineandArun is provided
only Jerome’s personal ontology. People have been trying to annotate the resources
(e.g., photos) in their own repository by using personal ontologies. In order to increase
the efficiency of annotation, they have been needed to share the semantic information
between each other or photos themselves. The problem is caused by semantic hetero-
geneity of annotations, e.g., betweenAntoineandArun. Thereby, they should search for
the users who can most likely play a role of a semantic bridge between them, and ask
him (e.g.,Jerome) to translate the annotations for mutual understanding.

Next, we can consider semantic centrality to propagate semantic information. The
semantic information can be newly asserted or changed over time, and it is supposed to
be announced to all other users on social network. For the purpose of efficient network
management, up-to-date semantic information can be propagated in order of semantic
centrality. Somehow,Arun acquires some new information and update his personal on-
tology. Thus, this event has to be notified toJerome, rather toJason, even though he is
directly linked withJason.

5 Discussion and related work

Many systems have been interested in information sharing onthe distributed systems.
With emergent of semantic web environment, rather than content, semantic information
has been the target data to be exchanged. Since EDUTELLA introduced an infrastruc-
ture for exchanging metadata on peer-to-peer (P2P) environment [19], several querying-
based systems have been implemented such as Bibster [20], Oyster [21], and SQAPS
[22]. Our goal is also to search for relevant semantic information and share it with other
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10 Jason J. Jung and Jérôme Euzenat

users on distributed information space, but we are more focusing on how peers are in-
terlinked, the so-called social network analysis. Especially, as the contributions of this
paper, we proposed two main ideas;

1. consensual ontology discovery by semantic substructuremining algorithm and
2. local versus global semantic centrality measurement.

Firstly, in order to construct consensual ontologies, thispaper introduced a pruning-
based approach to discover the maximal frequent substructure. In contrast, as the most
general approach, Stephens et al. have organized the consensual (or global) ontologies
by exhaustive merging of a given set of ontologies [3] in order to retain or maximize
the chance to be semantically bridged. Additionally, [23] mentions ontology-based con-
sensus making process from the user communities. It also seems to try to find out the
consensus ontology, after organizing the communities frompeople.

Meanwhile, in order to support the communication between communities, in [24],
Breslin et al. proposed the SIOC (Semantically InterlinkedOnline Communites) ontol-
ogy1, rather than discovering the consensus.

Especially, in terms of the efficiency of query propagation on peer-to-peer environ-
ment, several studies have introduced the systems based on semantic overlay network
(SON). They are based on the broadcasting scheme. After the queries are semantically
analyzed, the relevant topics are distilled. Through the multiple overlay network, the
queries are propagated to either the set of selected nodes [25], or the super-peers [26].
In contrast, in our method, the queries should be sent to the node whose semantic cen-
trality is largest.

Finally, we want to discuss the personal ontology built by people. In this study, the
personal ontology is assumed to play a role of the important evidence reflecting the
preferences of corresponding user. However, because userscan refer to the upper-level
ontologies and even import the other user’s personal ontologies, it is too ambiguous to
measure the similarity between personal ontologies for theconsensus.

6 Concluding remarks and future work

As a conclusion, we put forward a new measurement for semantic centrality, express-
ing the potential power of semantic bridging among users on social network. Consen-
sual ontologies thereby were built by semantic substructure mining algorithm, and they
had the capability to discover the subgroups whose semanticpreferences are relatively
closer than others. More importantly, the notion of them wasdesigned to be adaptable
to the three-layered architecture (social, ontology, and concept layer) for socialized se-
mantic space [1]. The three-layered architecture providestwo ways of inference for the
hidden relationships between entities; top-down (from social layer to concept layer) and
bottom-up (reversely). This paper is related to the bottom-up inference. Especially, we
want to mention that the communities on social network are organized with respect to
semantic preferenceimplicitly reflected during designing and using their own personal
ontologies.

1 SIOC. http://rdfs.org/sioc/
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For dealing with this problem mentioned in Sect. 5, we have totrack the user ac-
tions and interactions. For instance, similar to [27], we may consider only the concepts
applied to the specific resources. On the other hand, the “concepts with dust,” which is
not used for a long time, should be degraded by using machine learning methodologies.

As future work of semantic centrality, we have three main plans to investigate the
followings issues

– semantic subgroup discovery, to organize the sophisticated user groups with en-
hancing Eq. 12,

– query propagation, to determine the ordering (or route) of potential peers to which
the queries will be sent, and

– semantic synchronization,to maximize the efficiency interoperability by informa-
tion diffusion.

Furthermore, we have to consider to enhance the semantic centrality measurementC⋄

by combining withi) authoritative and hub centrality measurement, proposed in [11],
andii) the modified shortest pathsspd(n, t) = 1

C⋄(n)+C⋄(t) . Finally, like [28], we have
plan to visualize the semantic dynamics on the social network.
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Risch, T.: EDUTELLA: a P2P networking infrastructure based on rdf.In: Proceedings of
the 11th international conference on World Wide Web (WWW ’02), New York, NY, USA,
ACM Press (2002) 604–615

20. Haase, P., Broekstra, J., Ehrig, M., Menken, M., Mika, P., Olko, M., Plechawski, M., Pyszlak,
P., Schnizler, B., Siebes, R., Staab, S., Tempich, C.: Bibster - a semantics-based bibliographic
peer-to-peer system. In McIlraith, S.A., Plexousakis, D., van Harmelen, F., eds.: Proceed-
ings of the Third International Semantic Web Conference (ISWC 2004),Hiroshima, Japan,
November 7-11, 2004. Volume 3298 of Lecture Notes in Computer Science. (2004) 122–136

21. Palma, R., Haase, P.: Oyster - sharing and re-using ontologies in apeer-to-peer community.
In Gil, Y., Motta, E., Benjamins, V.R., Musen, M.A., eds.: Proceedings of the 4th Inter-
national Semantic Web Conference (ISWC 2005), Galway, Ireland, November 6-10, 2005.
Volume 3729 of Lecture Notes in Computer Science., Springer (2005) 1059–1062

22. Fernandez-Garcia, N., Sanchez-Fernandez, L., Blazquez,J.M., Larrabeiti, D.: An ontology-
based P2P system for query-based semantic annotation sharing. In: Proceedings of Workshop
on Ontologies in Peer-to-Peer Communities at the ESWC 2005, May 30, Heraklion, Greece.
(2005)

23. Zhdanova, A.V., Martı́n-Recuerda, F.: Consensus making on the semantic web: Personal-
ization and community support. In Ngu, A.H.H., Kitsuregawa, M., Neuhold, E.J., Chung,
J.Y., Sheng, Q.Z., eds.: Proceedings of the 6th International Conference on Web Information
Systems Engineering (WISE 2005), November 20-22, 2005. Volume 3806 of Lecture Notes
in Computer Science., Springer (2005) 599–600

24. Breslin, J.G., Harth, A., Bojars, U., Decker, S.: Towards semantically-interlinked online
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Abstract. This paper presents a novel approach to automatic semantic social 
network construction based on semantic user preference clustering. Considering 
a number of users, each of them with an associated ontology-based profile, we 
propose a strategy that clusters the concepts of the reference ontology according 
to user preferences of these concepts, and then determines which clusters are 
more appropriate to the users. The resultant user clusters can be merged into in-
dividual group profiles, automatically defining a semantic social network suit-
able for use in collaborative and recommendation environments. 

1   Introduction 

The swift development, spread, and convergence of information and communication 
technologies and support infrastructures, reaching all aspects of businesses and homes 
in our everyday lives, is giving rise to new and unforeseen ways of inter-personal con-
nection, communication, and collaboration. Virtual communities, computer-supported 
social networks, and collective interaction are indeed starting to proliferate and grow in 
increasingly sophisticated ways, opening new opportunities for research on social 
group analysis, modeling, and exploitation. In this paper we propose a novel approach 
towards building emerging social networks by analyzing the individual motivations 
and preferences of users, broken into potentially different areas of personal interest. 

Finding hidden links between users based on the similarity of their preferences or 
historic behavior is not a new idea. In fact, this is the essence of the well-known col-
laborative recommender systems (e.g. see [2,10,15]). However, in typical approaches, 
the comparison between users is done globally, in such a way that partial, but strong 
and useful similarities may be missed. For instance, two people may have a highly 
coincident taste in cinema, but a very divergent one in sports, or totally different pro-
fessional interests. The opinions of these people on movies could be highly valuable 
for each other, but risk to be ignored by many collaborative recommender systems, 
because the global similarity between the users is low. 

In this paper we propose a multi-layered approach to dynamic social networking. 
Like in previous approaches [1,13,14], our method builds and compares profiles of 
user interests for semantic topics and specific concepts, in order to find similarities 
among users. But in contrast to prior work, in our approach user profiles are divided 
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into clusters of cohesive interests, and based on this, several layers of networks are 
found. This provides a richer, finer-grained model of interpersonal links, which better 
represents the way people find common interests in real life, which typically takes 
place on different, partial planes of each other’s life. 

Our approach is based on an ontological representation of the domain of discourse 
where user interests are defined. The ontological space takes the shape of a semantic 
network of interrelated domain concepts. Taking advantage of the relations between 
concepts, and the (weighted) preferences of users for the concepts, our system clusters 
the semantic space based on the correlation of concepts appearing in the preferences of 
individual users. After this, user profiles are partitioned by projecting the concept clus-
ters into the set of preferences of each user. Then, users can be compared on the basis 
of the resulting subsets of interests, in such a way that several, rather than just one, 
(weighted) links can be found between two users. 

Multi-layered social networks are potentially useful for many purposes. For in-
stance, users may share preferences, items, knowledge, and benefit from each other’s 
experience in focused or specialized conceptual areas, even if they have very different 
profiles as a whole. Such semantic subareas need not be defined manually, as they 
emerge automatically with our proposed method. Users may be recommended items or 
direct contacts with other users for different aspects of day-to-day life. 

In addition to these possibilities, we have experimented with the proposed two-way 
space clustering mechanism. Finding clusters of users based on those clusters of con-
cepts that represent common topics of interest, we obtain a reinforced partition of the 
user space that can be exploited to build group profiles for sets of related users. These 
group profiles enable an efficient strategy for collaborative recommendation in real-
time, by using the merged profiles as representatives of classes of users. 

The rest of the paper has the following organization. Section 2 describes our ontol-
ogy-based user profile representation and gives an overview of the personalized con-
tent retrieval system in which it is being used. Section 3 explains our proposal to auto-
matic construction of multi-layered social networks based on semantic user preference 
clustering. In section 4 several strategies for modeling group profiles are experimen-
tally investigated. Finally, some conclusions and future research lines are given in 
section 5. 

2   User Profile Representation 

Our research builds upon an ontology-based personalization framework. In this section 
we provide an overview of the basic principles of this framework, with a special focus 
on user profile representation, and the exploitation of the profiles for personalized 
content retrieval. Further details can be found in [16]. 

In contrast with other approaches in personalized content retrieval, our approach 
makes use of explicit user profiles (as opposed to e.g. sets of preferred documents). 
Working within an ontology-based personalization framework, in which the domain of 
interest is described through semantic concepts corresponding to the different classes 
and instances of a domain ontology, user preferences are represented as vectors 
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),...,( 1 mNmm wwU = , where , Mm ,...,1= M  is the number of existent user profiles, and 
 is the weight that measure the intensity of the interest of user m for concept 

cn in the domain ontology, N being the total number of concepts in the ontology. Simi-
larly, the objects dk in the retrieval space are assumed to be described (annotated) by 
vectors  of concept weights, in the same vector-space as user prefer-
ences. Comparing the metadata of content items, and the preferred concepts in a user 
profile, the system finds how the user may like each element. Based on her preference 
weights, measures of user interest for content units can be computed, with which it is 
possible to prioritize, filter and rank contents (a collection, a catalog section, a search 
result) in a personal way. 

[ ]1,0∈mnw

),...,( 1 nMnn ccc =

Ontology-based representations [12] are richer, more precise, less ambiguous than 
keyword-based or item-based models. They provide an adequate grounding for the 
representation of coarse to fine-grained user interests (e.g. interest for individual items 
such as a sports team, an actor, a stock value) in a hierarchical way, and can be a key 
enabler to deal with the subtleties of user preferences. An ontology provides further 
formal, computer-processable meaning on the concepts (who is coaching a team, an 
actor’s filmography, financial data on a stock), and makes it available for the personal-
ization system to take advantage of. Furthermore, ontology standards, such as RDF and 
OWL, support inference mechanisms that can be used in the system to further enhance 
personalization, so that, for instance, a user interested in animals (superclass of cat) is 
also recommended items about cats. Inversely, a user interested in lizards, snakes, and 
chameleons can be inferred to be interested in reptiles with a certain confidence. Also, 
a user keen of Madrid can be assumed to like Spain, through the locatedIn relation. 

3   Emergent Semantic Social Networks 

As explained above, our ontology-based personalization framework makes use of ex-
plicit user profiles. The users preferences are represented as vectors 

, where the weights ),...,( 1 mNmm wwU = [ ]1,0∈mnw  measure the intensity of the m-th 
user interest for each of the  concepts in the domain ontology. The weights thus 
represent a way of connecting the concept and the user preferences spaces (top left 
picture of Figure 1). 

N

We propose here to exploit the links between users and concepts to extract relations 
among users and derive semantic social networks according to common interests. Ana-
lyzing the structure of the domain ontology and taking into account the semantic pref-
erence weights of the user profiles we shall cluster the domain concept space generat-
ing groups of interests shared by certain users. Thus, those users who share interests of 
a specific concept cluster will be connected in the network, and their preference 
weights will measure the degree of membership to each cluster. 

The next subsections explain in more detail the steps followed in the clustering 
process, which is shown in Figure 1. An example will be given afterwards to illustrate 
our proposal. 
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Fig. 1. Overall sequence of our proposed approach, comprising three steps: 1) semantic user 
preferences are spread, extending the initial sets of individual interests, 2) semantic domain 
concepts are clustered into concept groups, based on the vector space of user preferences, and 3) 
users are clustered in order to identify the closest class to each user 

3.1   Semantic Preference Extension 

In real scenarios, user profiles tend to be very scattered, especially in those applications 
where user profiles have to be manually defined. Users are usually not willing to spend 
time describing their detailed preferences to the system, even less to assign weights to 
them, especially if they do not have a clear understanding of the effects and results of 
this input. On the other hand, applications where an automatic preference learning 
algorithm is applied tend to recognize the main characteristics of user preferences, thus 
yielding profiles that may entail a lack of expressivity. To overcome this problem, we 
propose a semantic preference spreading mechanism, which expands the initial set of 
preferences stored in user profiles through explicit semantic relations with other con-
cepts in the ontology (see picture numbered 1 in Figure 1). Our approach is based on 
the Constrained Spreading Activation (CSA) strategy [1,4,5]. The expansion is self-
controlled by applying a decay factor to the intensity of preference each time a relation 
is traversed. For example, if an initial profile has a preference about animals with a 
weight of 0.7, the semantic CSA might add to the profile concepts such as mammals or 
dog, both of them with associated weights less than 0.7. 

We have conducted experiments showing that the performance of the personaliza-
tion system is considerably poorer when the spreading mechanism is not enabled. 
Typically, the basic user profiles without expansion are too simple. They provide a 
good representative sample of user preferences, but do not reflect the real extent of 
user interests, which results in low overlaps between the preferences of different users. 
Therefore, the extension is not only important for the performance of individual per-
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sonalization, but is essential for the clustering strategy described in the following sec-
tions.  

The enhancements achieved by the automatic preference extension mechanism 
show the benefits of an ontology-based representation of user profiles, in contrast to 
traditional, less expressive ones based on keywords and/or thematic categories. 

3.2   Semantic Concept Clustering 

In social communities it is fairly accepted that people who are known to share a spe-
cific interest are likely to have additional connected interests [9]. For instance, it is 
easy to understand that, in general, people who like climbing, also like topics related to 
mountains or topics related to other adventure sports. In fact, this assumption is the 
basis of most of the existing recommender and collaborative filtering recommender 
systems [2,10,15]. Here we take into account this hypothesis in order to cluster the 
concept space in groups of preferences shared by a number of users. 

Specifically, for each concept  present in at least one of the M considered user 
profiles a vector  is assigned, where the component  is the weight 
of concept  in the semantic profile of the m-th user or 0 if the concept does not ap-
pear on it. With these vectors a classical hierarchical clustering strategy [6] is applied. 
The obtained clusters (picture numbered 2 in Figure 1) thus represent in the concept-
user vector space those groups of preferences (topics of interests) shared by the users. 

nc
),...,( 1 nMnn ccc = nmc

nc

Of course, several issues need to be addressed for the clustering algorithm, such as 
the distance measure between concepts and clusters, or the appropriate number of final 
clusters. These will be refined in future work. Here, as we shall explain in section 3.4, 
we have experimented with a simple example in which the number of clusters is 
known, and where we have used the Euclidean distance to measure the distances be-
tween concepts and an average linkage to measure the distances between clusters [6]. 

3.3   Semantic User Clustering 

Co-clustering based recommender systems involve simultaneous clustering of users 
and items and generating predictions based on the average ratings of the generated co-
clusters [3,8]. Following this idea, once the semantic concept clusters are created, we 
assign each user to a specific cluster. The similarities between a certain user profile 

 and the different clusters  are computed by the following ex-
pression: 

),...,( 1 mNmm wwU = kC
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where  represents the concept associated to the n-th component of the user profile 
, and 

mnc

mU kC  is the number of concepts included in cluster . The clusters with kC

44



highest similarities are then assigned to the users, thus creating groups of users with 
shared interests (picture numbered 3 in Figure 1). 

The obtained user clusters can be used to define underlying semantic social net-
works. The preference weights of user profiles, the degrees of membership of the users 
to each cluster and the similarity measures between clusters provide mechanisms to 
describe the relations between two distinct types of social items: individuals and 
groups of individuals. As an applicative development of the obtained user semantic 
relations, in section 4 we give a first contribution investigating strategies for merging 
user profiles with common preferences to generate semantic group profiles (picture on 
the bottom right side of Figure 1). But before that, in the next subsection we describe 
an artificial experiment that shows an example of evolution and results generated from 
the presented clustering proposal. 

3.4   A simple experiment 

In order to check the feasibility of the explained clustering strategy an artificial prob-
lem has been set up for this work. The scenario of the problem is the following. A set 
of twenty user profiles are considered. Each profile is manually defined taking into 
account six possible topics: motor, construction, family, animals, beach and vegetation. 
The degree of interest each user has for the different topics are shown in Table 1.  

Table 1. Degrees of interest of each user about the six considered topics, and expected user 
clusters to be obtained with our semantic preference clustering strategy 

 Motor Construction Family Animals Beach Vegetation Expected 
Cluster 

User1 High High Low Low Low Low 1 
User2 High High Low Medium Low Low 1 
User3 High Medium Low Low Medium Low 1 
User4 High Medium Low Medium Low Low 1 
User5 Medium High Medium Low Low Low 1 
User6 Medium Medium Low Low Low Low 1 
User7 Low Low High High Low Medium 2 
User8 Low Medium High High Low Low 2 
User9 Low Low High Medium Medium Low 2 
User10 Low Low High Medium Low Medium 2 
User11 Low Low Medium High Low Low 2 
User12 Low Low Medium Medium Low Low 2 
User13 Low Low Low Low High High 3 
User14 Medium Low Low Low High High 3 
User15 Low Low Medium Low High Medium 3 
User16 Low Medium Low Low High Medium 3 
User17 Low Low Low Medium Medium High 3 
User18 Low Low Low Low Medium Medium 3 
User19 Low High Low Low Medium Low 1 
User20 Low Medium High Low Low Low 2 
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For a certain user and a certain topic, a high degree of interest means that the user 
semantic profile has weights close to 1 in some of the concepts corresponding to the 
topic, a medium degree of interest represents weights close to 0.5, and finally a low 
degree of interest indicates weights close to 0. 

As it can be seen from table 1, the six first users (1 to 6) have medium or high de-
grees of interests in motor and construction topics. For them it is expected to obtain a 
common cluster, named cluster 1 in the table. The next six users (7 to 12) share again 
two topics in their preferences. They like concepts associated with family and animals 
topics. For them a new cluster is expected, named cluster 2. The same situation hap-
pens with the next six users (13 to 18). In this case their common preferences are the 
topics beach and vegetation. Their expected cluster is named cluster 3. Finally, the last 
two users have ‘noisy’ profiles, in the sense that they do not have preferences easily 
assigned to one of the previous clusters. However, it is comprehensible that User19 
should be assigned to cluster 1 because of her high interests in construction topic and 
User20 should be assigned to cluster 2 due to her high interests in family topic. 

Table 2. Initial concepts for each of the six considered topics 

Topic Concepts 
Motor Vehicle, Motorcycle, Bicycle, Helicopter, Boat 
Construction Construction, Fortress, Road, Street 
Family Family, Wife, Husband, Daughter , Son, Mother, Father, Sister, Brother 
Animals Animal, Dog, Cat, Bird, Dove, Eagle, Fish, Horse, Rabbit, Reptile, Snake, Turtle 
Beach Water , Sand, Sky  
Vegetation Vegetation, Tree (instance of Vegetation), Plant (instance of Vegetation), Flower 

(instance of Vegetation) 
 

Table 2 shows the correspondence of concepts to topics. Note that user profiles do 
not necessarily include all the concepts of a topic. As mentioned before, in real world 
applications it is unrealistic to assume profiles are complete, since they typically in-
clude only a subset of all the actual user preferences. 

We have tested our method on this simple ontology and the twenty defined user 
profiles. In the first step, new concepts are added to the profiles by the Constrained 
Spreading Activation strategy, enhancing the concept and user clustering that follows. 
The applied clustering strategy is a hierarchical procedure based on the Euclidean 
distance to measure the similarities between concepts, and the average linkage method 
to measure the similarities between clusters. During the execution, N – 1 clustering 
levels are computed, N being the total number of concepts. A stop criterion to set an 
appropriate number of clusters would be needed, but since in our case the number of 
expected clusters is three, the stop criterion was not necessary. Table 3 summarizes the 
users assigned to each final cluster and their similarities values. 

It can be seen that the results are totally coincident with the expected values pre-
sented in Table 1. All the users are assigned to their corresponding clusters. Further-
more, the users’ similarities values reflect their degrees of membership to each cluster. 
Hence the first two users of each cluster (those with high degrees of interest in their 
preferred topics) have the highest similarity values inside their clusters, and users 18 
and 19, who had the ‘noisiest’ profiles, present the lowest ones. Regarding user 12, it 
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has to be noted that her exceedingly low similarity value is due to the low preference 
weights in her profile. Although Table 1 show that this user has medium degrees of 
interest for the family and animals topics, we assigned her weights close to but always 
below 0.5. 

Table 3. User clusters and associated similarity values between users and clusters. The maxi-
mum and minimum similarity values are shown in bold and italics respectively 

Cluster Users 
User1 User2 User3 User4 User5 User6 User19 1 0.522 0.562 0.402 0.468 0.356 0.218 0.194 
User7 User8 User9 User10 User11 User12 User20 2 0.430 0.389 0.374 0.257 0.367 0.169 0.212 

User13 User14 User15 User16 User17 User18  3 0.776 0.714 0.463 0.437 0.527 0.217  
 

Finally, we show in Table 4 the final concepts obtained and grouped in the seman-
tic Constrained Spreading Activation and concept clustering phases. Although most of 
them do not appear in the initial user profiles, they help in the construction of the clus-
ters. Our plans for future work include studying in depth the influence of the CSA 
phase in realistic empirical experiments. 

Table 4. Concepts assigned to the different obtained user clusters 

Cluster Concepts 

1 

Vehicle, Racing-Car, Tractor, Ambulance, Motorcycle, Bicycle, Helicopter, Boat, 
Sailing-Boat, Water-Motor, Canoe, Surf, Windsurf, Lift, Chair-Lift, Toboggan, 
Cable-Car, Sleigh, Snow-Cat 
Construction, Fortress, Garage, Road, Speedway, Racing-Circuit, Street, Wind-
Tunnel, Pier, Lighthouse, Beach-Hut, Mountain-Hut, Mountain-Shelter, Mountain-
Villa, Short-Oval  

2 

Family, Wife, Husband, Daughter , Son, Mother-In-Law, Father-In-Law, Nephew, 
Parent, ‘Fred’ (instance of Parent), Grandmother, Grandfather, Mother, Father, 
Sister, ‘Christina’ (instance of Sister), Brother, ‘Peter’  (instance of Brother), 
Cousin , Widow 
Animal, Vertebrates, Invertebrates,  Terrestrial, Mammals, Dog, ‘Tobby’ (instance 
of Dog), Cat, Bird, Parrot, Pigeon, Dove, Parrot, Eagle, Butterfly, Fish, Horse, 
Rabbit, Reptile, Snake, Turtle, Tortoise, Crab  

3 
Water, Sand, Sky 
Vegetation, ‘Tree’ (instance of Vegetation), ‘Plant’ (instance of Vegetation), 
‘Flower’ (instance of Vegetation) 

4   Semantic Group Profile Modeling 

As an applicative development of our method, we have experimented with building 
focused group profiles. After computing a multi-layered user network, and finding 
clusters of users with similar interests, following our previously described approach, 
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the profiles of such users are merged. The group profiles can be built off-line, enabling 
an efficient strategy for collaborative recommendation in real-time, by using the 
merged profiles as representatives of classes of users, whereby newcomers can be 
assigned to a class by comparing their profiles with the joint profile, and then be rec-
ommended items based on the group profile. 

In order to combine the preferences of groups of users, a number of group model-
ing strategies based on social choice theory, i.e. deciding what is best for a group given 
the opinions of individuals, have been applied in a personalized multimedia content 
retrieval system. The strategies, that have been adapted to consider the semantic 
(weighted) preferences of our user profile representation, have been empirically tested 
against real subject opinions about which should be the optimal retrieved multimedia 
item rankings for a certain set of items and a certain group of users. 

In this section, we study the feasibility of applying strategies, based on social 
choice theory [11], for combining multiple individual semantic profiles in our knowl-
edge-based multimedia retrieval system. Several authors have tackled the problem 
combining, comparing, or merging content-item based preferences from different 
members of a group. Here we propose to exploit the expressive power and inference 
capabilities [1,12] supported by ontology-based technologies. 

Combining several semantic profiles with the considered group modeling strategies 
we pursuit to establish how humans set an optimal multimedia items ranked list for a 
group, and how they measure the satisfaction of a given item list. The theoretical and 
empirical experiments performed will demonstrate the benefits of using semantic user 
preferences representations and exhibit which semantic user profiles combination 
strategies could be appropriate for a collaborative environment. 

In [11] Judith Masthoff discusses several strategies for combining individual user 
models to adapt to groups. Considering a list of TV programs and a group of viewers, she 
investigates how humans select a sequence of items for the group to watch. Here we 
reproduce some of her experiments considering our personalized retrieval system and its 
semantic user profile representations. In this scenario, because of we have explored the 
combination of ontology-based user profiles, instead of rating lists, we had to slightly 
modify the original strategies. For instance, due to items preference weights have to be-
long to the range [0,1], the weights obtained for a group profile must be normalized.  

The following are brief descriptions of the selected strategies. 
 Additive Utilitarian Strategy. Preference weights from the users of the group are 

added, and the larger the sum the more influential the preference is for the group. 
 Multiplicative Utilitarian Strategy. Instead of adding the preference weights, they 

are multiplied, and the larger the product the more influential the preference is for 
the group. This could be self-defeating: in a small group the opinion of each indi-
vidual will have too much large impact on the product. Moreover, in our case it is 
advisable not to have null weights because we would lose valued preferences. 
Hence if this situation happens, we set the weights to very small values (e.g. 10-3). 

 Borda Count. Scores are assigned to the preferences according to their weights in 
a user profile: those with the lowest weight get zero scores, the next one up one 
point, and so on. When an individual has multiple preferences with the same 
weight, the averaged sum of their hypothetical scores are equally distributed to the 
involved preferences. 
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 Copeland Rule. Being a form of majority voting, this strategy sorts the preferences 
according to their Copeland index: the difference between the number of times a 
preference beats (has higher weights) the rest of the preferences and the number of 
times it loses to them. 

 Approval Voting. A threshold is considered for the preferences weights: only 
those weights values greater or equal than the threshold value are taking into ac-
count for the profile combination. A preference receives a vote for each user profile 
that has its weight surpassing the establish threshold. The larger the number of 
votes the more influential the preference is for the group. In the experiments the 
threshold will be set to 0.5. 

 Least Misery Strategy. The weight of a preference in the group profile is the 
minimum of its weights in the user profiles. The lower weight the less influential 
the preference is for the group. Thus, a group is as satisfied as its least satisfied 
member. Note that a minority of the group could dictate the opinion of the group: 
although many members like a certain item, if one member really hates it, the pref-
erences associated to it will not appear in the group profile. 

 Most Pleasure Strategy. It works as the Least Misery Strategy, but instead of 
considering for a preference the smallest weights of the users, it selects the greatest 
ones. The higher weight the more influential the preference is for the group. 

 Average Without Misery Strategy. As the Additive Utilitarian Strategy, this one 
assigns a preference the average of the weights in the individual profiles. The dif-
ference here is that those preferences which have a weight under a certain threshold 
(we used 0.25) will not be considered. 

 Fairness Strategy. The top preferences from all the users of the group are consid-
ered. We select only the N/2 best ones, where N is the number of preferences not 
assigned to the group profile yet. From them, the preference that least misery 
causes to the group (that from the worst alternatives that has the highest weight) is 
chosen for the group profile with a weight equal to 1. The process continues in the 
same way considering the remaining N-1, N-2, etc. preferences and uniformly di-
minishing to 0 the further assigned weights. 

 Plurality Voting. This method follows the same idea of the Fairness Strategy, but 
instead of selecting from the N/2 top preferences the one that least misery causes to 
the group, it chooses the alternative which most votes have obtained. 

Some of the above strategies, e.g. the Multiplicative and the Least Misery ones, apply 
penalties to those preferences that involve dislikes from few users. As mentioned be-
fore, this fact can be dangerous, as the opinion of a minority would lead the opinion of 
the group. If we assume users have common preferences, the effect of this disadvan-
tage will be obviously weaker. For this reason, we shall define the individual profiles 
with preferences shared by the users in more or less degree. 

The mechanism to apply the above strategies in the retrieval process is shown in 
Figure 2. Combining the semantic user profiles we shall generate a unique semantic 
group profile that will establish the final multimedia ranking. In the experiments we try 
to find the group modeling strategy that better fits the human way of selecting items 
when the personal and collective interests of the group have to be considered. 
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Fig. 2. User profile combination mechanism 

The scenario of the experiments was the following. A set of twenty four pictures 
was considered. For each picture several semantic-annotations were taken, describing 
its topics (at least one of beach, construction, family, vegetation, and motor) and the 
degrees (real numbers in [0,1]) of appearance these topics have on the picture. Ten 
subjects participated in the experiments. They were Computer Science Ph.D. students 
of our department. They were asked to assume a group of three users with different 
interests. In decreasing order of preference: a) User1 liked beach, vegetation, motor, 
construction and family, b) User2 liked construction, family, motor, vegetation and 
beach, and c) User3 liked motor, construction, vegetation, family and beach. 

To determine which group modeling strategies give ranked lists closest to those em-
pirically obtained from the subjects we have defined a distance that measures the exist-
ing difference between two given ranked multimedia item lists. In typical information 
retrieval systems, where many items are retrieved for a specific query, a user usually 
takes into account only the first top ranked items. In general, she will not browse the 
entire list of results, but stop at some top k in the ranking. We propose to more consider 
those items that appear before the k-th position of the strategy ranking and after the k-
th position of the subject ranking, in order to penalize those of the top k items in the 
strategy ranked list that are not relevant for the subject. 

Let  be the set of multimedia items stored and retrieved by the system. Let Ω

[ ]Ω∈ 1,0subτ  be the item ranked list for a certain subject, and [ ]Ω∈ 1,0strτ  the ranked 
item list for a given combination strategy. We use )(xτ  to refer to the position of the 
multimedia item  in the ranked list Ω∈x τ . 

Dwork et al [7] propose the Spearman distance to measure the difference between 
two search result lists as the average displacement of each document across the rank-
ings. We argue that a more significant measure of impact is whether or not a result will 
be seen at all by the user. Since in general the user will not browse the entire list of 
results, but stop at some top k in the ranking, there are a number of documents that the 
user would not see (the ones ranked after the k-th result) in the ranking without person-
alization, but would see as a result of a personalized reordering, and vice versa. If we 
count the rate of documents in the whole collection that cross the line for each possible 
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value of k, and multiply it by the probability P(k) that the user stops at each k, we get a 
loss function ranging in [0,1] that provides a measure of the effective impact (thus, the 
risk) of personalization in the retrieval process: 
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where P(k) is the probability of the user stops browsing the ranked list at position k, 
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The expression basically sums the differences between the positions of each item in 
the subject and strategy ranked lists, as long as they are in the top k of the strategy list 
and are not in the top k of the subject list. Thus, the smaller the distance the more simi-
lar the ranked lists. The problem here is how to define the probability P(k). Although 
an approximation to the distribution function for P(k) can be taken e.g. by interpolation 
of data from a statistical study, we simplify the model fixing P(10) = 1, assuming that 
users are only interested in those multimedia items shown in the screen at first time 
after a query. Our final distance is thus defined as follows: 
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Observing the twenty four pictures, and taking into account the preferences of the 
three users belonging to the group, the ten subjects were asked to make an ordered list 
of the pictures. With the obtained lists we measured the distances D1O with respect to 
the ranked lists given by the group modeling strategies. We also measure the distances 
against the lists obtained using semantic user profiles. Figure 3 compares the results. 
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Fig. 3. Average distances D10 between subject lists (and user profile ranked lists) and the ranked 
lists obtained with the different group modeling strategies 
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Surprisingly, the empirical lists (those obtained from the subjects) and the theoreti-
cal (those obtained from the semantic user profiles) agree with the strategies that seem 
to be more adequate for modeling the group. Strategies like Borda Count and Cope-
land Rule give lists more similar to those manually created by the subjects, and strate-
gies like Average Without Misery and Plurality Voting obtained the greatest distances. 

5   Conclusions and future work 

A variety of group-based personalization functionalities can be enabled by combining, 
comparing, or merging preferences from different users, where the expressive power 
and inference capabilities supported by ontology-based technologies act as a funda-
mental piece towards higher levels of abstraction. 

In this work, we have presented a novel approach to the automatic identification of 
semantic social communities according to ontology-based user profiles. Taking into 
account the semantic preferences of several users, the proposed mechanism clusters the 
ontology concept space, obtaining common topics of interest. Each of the users is as-
signed to a specific cluster generating groups of users with similar interests. In a fur-
ther step, these groups of users can be combined in semantic group profiles, which 
might be used in collaborative and recommendation systems. 

Early experiments with a simple artificial problem have been done showing the feasi-
bility of the user clustering strategy. However, more sophisticated and statistically signifi-
cative experiments need to be performed in order to properly evaluate the model. Several 
aspects of the clustering algorithm have to be investigated using noisy user profiles: the 
type of clustering, the distance measure between two concepts, the distance measure 
between two clusters, the stop criterion that determines what number of clusters should be 
chosen, or the similarity measure between given clusters and user profiles. Further, a 
formal comparison with co-clustering methods [3,8] will have to be done. 

A number of other open issues have to be addressed in future work. First of all, we 
plan to make more realistic experiments. In real situations, preferences can not be easily 
clustered. User profiles usually have noisy components and do not allow to partition the 
concept space in a clear way. In these cases, we hope the influence of the semantic Con-
strained Spreading Activation phase will be beneficial for the clustering procedure. Once 
the user clusters are obtained, a study of the emergent semantic social networks can be 
done. The preference weights of user and group profiles, the degrees of belonging of the 
users to each cluster and the similarity measures between clusters, constitute significant 
mechanisms to describe the relations between two types of social items: individuals and 
groups of individuals. Furthermore, the user profiles might be segmented in different 
preference contexts. Thus, the group modeling strategies might be improved merging 
certain preference contexts instead of the whole individual profiles, enriching thus the 
obtained semantic social networks. Finally, we are aware of the need to develop an effi-
cient and effective automatic user profile learning algorithm. The correct concepts acqui-
sition and their further classification and annotation in the ontology-based profiles will be 
crucial to the correct performance of the clustering processes. 
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Abstract. Most approaches in Social Network Analysis have ignored
the contents of collaboration artifacts. The goal of this work is to com-
bine social network analyses with probabilistic topic models for identi-
fying sub-communities with non-exclusive membership based on the co-
authorship relation as well as topical similarity. The results of this work
is integrated in the VIKE-Framework to support researchers in exploring
scienti�c communities.

1 Introduction

One goal of Social Network Analysis is to make knowledge in a network of inter-
related entities explicit. One example is the identi�cation of communities, which
are parts of the network that have strong internal and few external connections.
So far, research has focused on community identi�cation algorithms that take
only the graph structure of the network, i.e. vertices and edges, as input.

In contrast to this, studies [1] indicate that for researchers the most important
decision criterion for examining a person or a publication in detail is it's topic. To
address this, our work provides an algorithm that puts communties of a social
network in context with topics. This algorithm is embedded in a community
service of the VIKE-Framework1 [2] in order to support researchers in exploring
communities of research areas relevant for their daily work.

Topics are latent concepts burried in the textual artifacts of a community. For
instance �social network analysis� and �semantic web� are topics in the commu-
nity this workshop addresses. It is quite intuitive, that each publication in this
community addresses both of these (and other) topics, but usually puts di�erent
weights on each one. In mathematical terms, each publication has a di�erent
probability distribution over the common topics in the given community. To
stress this, the term �topic mixture� is used throughout this paper.

Latent Dirichlet Allocation (LDA) [3] provides a technique for automated
topic extraction from textual content, but ignores any relations among the pub-
lications that might be given as a social network. The Author-Topic Model [4]

1 http://www.vikef.net
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proceeds by incorporating contents of publications and author-of relations. In
contrast to this, the Girvan-Newman Algorithm [5] succeeds in identifying com-
munities from the co-authorship relations, but does not take the contents into
account. In this work, we bring the two worlds together in a Social Topic Net-
work (cf. De�nition 1), where communities are given by relationships (e.g. co-
authorship) as well as similarity in content (e.g. writing about the same topic).

Social Topic Networks can be used to provide the users of VIKEF community
services with information about the main topics in communities, key persons,
persons contributing to more than one community, and authors with a similar
research focus. Furthermore, investigating citation relationships across commu-
nities can identify communities that are research supplyers to other communities.

In our scenario we focus on medium sized communities that have approxi-
mately 200 members, thus prede�ned topic taxonomies will not be considered
available due to their drawbacks indicated by [6]. For that reason, we rely on
unsupervised topic extraction techniques.

The next section describes the data we are working on. The third section
revises the Author-Topic Model for extracting topic mixtures in an unsupervised,
data-driven manner. It is followed by our approach to calculate a Community-
Topic Model in Social Topic Networks. The last section includes a comparison
of related work and our approach.

2 Data

Our approach builds on a collection of publications that all belong to the same
(meta-)community. The authors ad (Note, that bold characters refer to vectors,
where normal characters denote entries) of each publication d are known and
deduplicated (i.e. di�erent ways of spelling the same name are resolved to map to
the same person). This de�nes the relationship author-of(d) = ad. The contents
of each publication is represented as a �bag of words�, that is a vector wd =
(w1, w2, ...wi, ..., wmax) where each index i represents one vocable and wi the
number of times the vocable occurs in the document.

In the remainder of this work, we consider the entity types publication, author
(also referred to as person or member) and community as depicted in Figure 1
with the relations author-of:publication→author, co-author-of:author→author
and member-of:author→community.

3 Author-Topic Model

The latent Dirichlet Allocation (LDA) [3] automates extraction of common topics
from a collection of texts. Instead of modelling documents d ∈ d independently
from each other as a set of words wd, a set of latent topic variables z that are
shared throughout the corpus (expressed by the random variable Z) is intro-
duced that couple di�erent documents via words that co-occur. Since a topic is
expressed by di�erent vocables, the number of topic variables is chosen to be
much smaller then the size of the vocabulary. For each topic z a probability
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distribution φz = Pr(W |z) over words indicates the signi�cance of each word
for the topic. A topic mixture of a publication d is expressed as a probability
distribution θd = Pr(Z|d) over topics.

Author-Topic Model [4] is an extention to LDA that extracts topic mixtures
for authors given their publications. LDA and the Author-Topic Model address
the fact that an entity usually copes with more than one topic and that the topics
are weighted di�erently. By using a dirichlet prior, they favor the association of
only few topics to each entity. This way, each document and author is considered
as one cohesive unit, i.e. it is more likely that words within a publication are
about the same topic than words of di�erent documents and the publications of
the same author than publications of di�erent authors.

The Author-Topic Model applies approximate inference mechanisms to cal-
culate the model MA with latent topic variables which approximates the given
corpus best. This is achieved by maximizing the likelihood of each token given
by

∀d ∈ d, ∀w ∈ d : Pr(w|ad) =
1
|ad|

∑
a∈ad

φwθa
A

where φ is a distribution over signi�cant words for each topic and θA is the topic
mixture for each author.

The model MA is represended via the two sets of distributions MA = (φ,θA).
In addition, for each token j in the given document collection, that is represented
by a tuple of the document dj ∈ d and the word wj ∈ {w1, ..., wmax} it rep-
resents, an assigment to one of the authors and topics (wj , dj) 7→ (aj , zj) is
calculated. This can be used to measure the degree γd

A = Pr(A|d) to which each
of the authors a ∈ A have contributed to the publication d, depending on the
words and topics of other publications written by a. In addition, topic mixtures
θD for each publication can be calculated from the token assignments, that al-
low to put publications in topical relation to its authors. To stress this, we write
MA = (φ,θA,θD,γA).

The Author-Topic Model allows to draw conclusions about the topic mixtures
of entities that � although not bearing text information directly � are in some
relationship to the text. Thus, the Author-Topic Model provides a way to encode
in�uences of text on entities of the next level of abstraction, instead of drawing
conclusions only on the text level as LDA does.

4 Approach to the Community-Topic Model

4.1 Algorithm for Calculation

Our algorithm for calculating a topic model for communities takes publications,
its authors and the author-of relationship as inputs. It identi�es communities
where a person can be a member in several communities at once and calculates
the degree to which this person contributes to each of those communities. Topic
mixtures are extracted for each of the entity types, that is publication, person
and community. The algorithm proceeds in several steps:
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Fig. 1. Example scenario of a Community-Topic Model. Both in�uences, co-authorship,
and writing about the same topic are re�ected in the Social Topic Network. The pseudo
documents for the communities are concatenations of its members' publications.

First, the Author-Topic Model is applied to the set of publications and their
authors to yield the model MA = (φA,θA,γA). The Jensen-Shannon-Divergence
[7] provides a measure for calculating the similarity of two topic mixtures. This
similarity is used in the second step to create a graph GMA

where the vertices
are persons and the edges describe the similarity for each pair of authors' topic
mixtures θa

A and θa′

A . Note, that the Author-Topic Model calculates the topic
mixtures θA from textual contents of the publications as well as the co-author-
of relationship. Thus, the graph GMA

can be interpreted as a weighted Social
Network, where writing about the same topics is also regarded as a social relation.
For that reason, we call the graph GMA

a Social Topic Network.

De�nition 1. (Social Topic Network) A fully connected, undirected, weighted
graph G = (A,E, θA, w) is called a Social Topic Network, i�

� A is a set of persons,

� E contains edges between all pairs of persons (i.e. the graph is fully con-
nected),

� θA maps each vertex to its topic mixture and

� w : E → R+ is a weight (or similarity) function for the edges, which is based
on the similarity of two topic mixtures, i.e. w({a1, a2}) = sim(θa1

A , θa2
A ).

The subscript in GMA
indicates that the weight function w is induced by the

topic mixtures of the Author-Topic Model MA.

In the third step, we use an algorithm that identi�es communities C in the
Social Topic Network GMA

= (A,E, θA, w). First, we calculate communities
with exclusive memberships, to yield a relation member-of: A → C. This can be
done with the Girvan-Newman-Algorithm with the extention to weighted graphs
[5,8]. Then we relax the exclusive community assignment by reinserting edges
{a1, a2} that cross communities, if they have nearly the weight as other edges
{a1, ·} or {a2, ·} of one of the two endpoints. This heuristic allows us to identify
persons that contribute to more than one community, which we assume should
not be ignored.
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Since this is just a heuristic, we recalculate member assignments accord-
ing to a probabilistic model in the fourth step, and extract topic mixtures for
the communities. We employ the Author-Topic model, but instead of applying
it to publications and authors, we use communities and members as inputs.
In order to do this, we generate pseudo documents dC for each community
C ∈ C by concatenating the text of publications written by authors that are
identi�ed as a member of the community in step three, i.e. dC := ◦{d|author-
of(d) = a∧member-of(a) = C, ∀a ∈ A}. We interpret the pseudo document
dC to be authored by the members of the community (cf. �gure 1). This de-
�nes the relationship pseudo-author-of(dC)= a : ⇐⇒ member-of(C)= a. We
now apply the Author-Topic Model to the pseudo documents dC , the authors
A, and the pseudo-author-of relationship to get the Community-Topic Model
MC = (φC ,θA,θC ,γC).

4.2 Interpretation for a Community Service

Given the Community-Topic Model MC = (φC ,θA,θC ,γC) the questions raised
in the �rst section can be answered as follows.

What are the main topics of a research community? By which authors and
publications are the main topics represented? The topics z are represented by
word distributions ∀z : φz

C = Pr(W |z). This distribution allows to generate a
list of the most important words for each topic to get a �rst impression of what
the topic is about. Human readable labels can be created manually from the list
of signi�cant words or following the approach given in [9].

What are the topics of each community? For a given (sub-)community C the
topic mixture θC

C = Pr(Z|C) indicates which of the identi�ed topics play an
important role in this community.

Which persons are key players in a given community? Which persons are
contributing to several sub-communities? The contribution of each member to a
community C is modelled in the γC distribution over the members. The mem-
bers m for which the γdC ,m

C is very high, can be considered key players in the
community. In contrast to this, persons that contribute to several communities
can also be identi�ed from γC .

Which persons have a similar research focus? Similarity of authors' topic
mixture sim(θa1

A , θa2
A ) can be calculated via the Jensen-Shannon Divergence as

pointed out in the generation step of the Social Topic Network GMA
.

Which communities are research supplyers to other communities, i.e. are
cited more often than in reverse? Since we did not base the calculation of the
Community-Topic Model on citation relation, we can now analyse the citations
between the communities. By comparing the citation links that cross communi-
ties, we can see which communities act as research supplyers to other communi-
ties like �graph theory� is for the Semantic Network Analysis community.
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5 Related Work and Discussion

Matthias Trier [10] identi�ed the need for combining social network analysis
with topics in order to provide tool support for communities of practice. For
topic extraction he uses very basic techniques, since his work focusses on the
requirements as well as the visualization. Our algorithm could serve as a plug-
and-play extention to his work.

In [11] it is examined how topics change on a random walk through a social
network of webpages. The authors identify the topic of a webpage through a
categorizer. Since they are only interested in broad topics, their categorizer is
trained with a given topic taxonomy from DMOZ and examples for each cate-
gory. In principle, this technique may be used to investigate the topic aspects
in any social network. But the main drawback is the granularity of available
topic taxonomies, that are � especially for medium sized communities � often
not available. This is a general problem with supervised machine learning algo-
rithms and the reason why we rely on the unsupervised identi�cation of common
topics.

BuddyFinder-CORDER [6] is a search engine for �nding experts in a com-
munity. It incorporates links structures within the community (discovered from
the users' web pages) with similarity of documents that are written by commu-
nity members to answer queries such as �what do your employees know about,
which of your customers have they contacts with, and who works well together in
teams?� [6]. The approach builds on an unsupervised text miner, that calculates
the similarity of documents based on the co-occurance of named entities as well
as persons' names. In general, we like the idea of comparing only named entities
and ignoring words that bear less reliable semantics. Nevertheless, we suggest to
re-investigate the bag-of-words approach with an alternative technique to elimi-
nate noisy words. We assume that probabilistic latent variable models like LDA
and Author-Topic Model serve this purpose, but a thorough evaluation is still
to come.

Preliminary experiments have been conducted using an Author-Topic Model
implementation for OpenBUGS2 and a Java implementation of the weighted
Girvan Newman algorithm [8,5]. First results seem promising although an eval-
uation of the usefulness requires an user study. In future, we plan to create
a uni�ed probabilistic model for detecting topical communities, topic mixtures
for persons as well as documents. We assume that the uni�ed model will lead
to more precise topic mixtures for authors and documents, since inference will
optimize communities and topic mixtures simultaneously.
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