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Abstract. A variety of factors contribute to a tag being assigned byex ts a
document that he or she bookmarked. Textual informatiosgmein a URL's ti-
tle, a user’s description of a document, or a bibtex fieldeased with a scientific
publication are sources for automatically recommendigg televant for a given
bookmark. Lymba'’s submission for the RSDC’08 Tag Recomratiad task uses
document and user models derived from the textual contentéged with URLs
and publications by social bookmarking tool users. Thisspa@scribes our nat-
ural language understanding approach for producing tagmeeendations and
provides some initial results of our internal evaluation.

1 Introduction

Social bookmarking tools enable people to label contenttefést with descrip-
tions from their own vocabulary which facilitate easy récélhen shared in a
collaborative setting, the bookmark labels enable usedéstmver new content
and other users with similar or shared interests. While irgerests and their
vocabulary play a significant part in what is assigned as & laba given doc-
ument, the content of the document is the driver of the bookima event and
the basis of the assigned labels and hence it provides atgdrsgstems im-
portant clues about the tags that can be assigned to a givemént. Among
other advantages, automatic tag recommendations helpnizolng systems
manage the tag space and direct it towards the standaadizaftihe labels that
users assign to documents in order to describe them.

For the RSDC’08 Tag Recommendation task, we used the teztumdént
associated with bookmarks to model documents (web pagepuitations)
and users based on their tagging and suggest tags for newvnbddak A combi-
nation of statistical and semantic features are used td b@tument and user
models. Section 2 presents the different “spaces” in whimtucthents, book-
marks and users can be modeled and the process that genbesesnodels.
The different methods used to recommend tags for bookmaekdiscussed in
Section 3 followed by a description of the data processiagvlas performed on
the RSDC’08 training and test data sets to build a representaf bookmarks,



documents and users. The results of our experiments andheanations fol-
low.

1.1 Previous Work

Automatic labeling of documents based on predefined categbas been ex-
plored in document classification systems. The labels egoates are modeled
based on the terms extracted from content or document matddasocial tag
prediction, the set of labels is not fixed and the explicibaigion of users to
documents adds additional dimensions to the classificatigrediction prob-
lem. User’s preferences for tags based on their interestkflaw, etc. play an
essential part in the tags associated with content. Tagsrnjfownare relevant
to a particular user and do not add value in collaborativiinggst

A number of approaches to social tag prediction have usednation re-
trieval methods to identify similar documents and recomantreir tags for a
given document. AutoTag [1] suggests tags to weblogs basdatieotags as-
sociated with other similar weblogs in a given collectionhil& this approach
depends on the content of the document, no new tag (from ek is sug-
gested. Some approaches used the collaborative or sopadtasf the data to
recommend tags based on user similarity. Recently, Heyreauah [2] use a
large dataset of del.icio.tidinks to evaluate the effectiveness of using text and
inlinks information to model and predict tags for documertsbag of words
model with TFIDF weighting of terms is used to represent #alires and solve
tag prediction as a text classification problem. We use #&xiontent associated
with bookmarks to model users and documents and suggeshaagsly from
the existing tag space (generated from the training datd)albo from the tex-
tual content associated with bookmarks.

2 Document and User Models

A bookmarkb; is identified by the tripl&w;, d;, {t;; };) corresponding to “user
u; bookmarked document; by assigned it the set of tags;; };,”. A bookmark

b; can be associated with its corresponding textual metaBatanstance, the
metadata of a web documedjtbookmarked by a user; can include the actual
URL, its title and any user-given description. For scieatpublications, this
metadata can include the title and author of the paper, thngb where the
paper was published, etc. In addition to metadata infoongirovided by users
for their bookmarks, the textual content of bookmarked doeuts ¢;) can be

exploited. For scientific publications, this is the textaahtent of the paper.
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Our system uses the textual content associated with bodknaaid documents
to model users and the documents they bookmark.

Given a bookmark that associates documigntith userug, the tag recom-
mendation problem can be solved by estimating the likethB6t;|dy, u) of
a tagt; being assigned to the bookmari(dy). The recommended tags can
exist in the tag space derived from the training data. Howes@ncepts de-
rived from the content associated with baif and vy can also be suggested
as tag recommendations. Joint modeling of documents amd ilsa common
feature space provides the desired tag ranking for our rewmdation system.
For the RSDC’08 data, the textual content of the metadateiged for each
(user,document) pair is used to represent each bookmagkefine, the rep-
resentation of a documemnt becomes the union of the representations of all
its bookmarks{ (u;, dy)}; (a document is modeled using the descriptions given
to the document by all users that bookmarked the documemtjila® combi-
nations of bookmark representations provide the featuseded to create user
models.

For the RSDC’08 Discovery Challenge, we used and evaluaifésteht
feature representations depending on the data type anditipea tag recom-
mendation approach. A suite of natural language procegsivlg were used
to understand the textual content associated with eachnarbk(;, d;). We
extracted important concepts (nouns, adjectives and nantiiks) from the
textual metadata associated with each bookmark and usezhieranalysis to
generate normalized versions of the concepts. The noratializprocess makes
use of different lexico-semantic resources, e.g., Worélkestem the concepts
and link synonyms. For instance, the concdpisopean UnionEU, andEuro-
pean Communityin all their case variations) are normalized to the same con
cepteuropeanunion By representing bookmarks, documents and users in the
concept spacereated by the concepts identified in all textual metadatzobs
lections of normalized concepts — each associated withragfmonding weight,
our tag recommendation system is able to suggest as tag mesodations con-
cepts that do not belong to the existing tag space.

In order to derive a common feature space to compare docsmesgrs,
bookmarks and tags, we developed a conflation method fopgrguags into
semantically related groups of tags referred teasflated tagsThis process
of tag normalization takes care of spelling mistakes, abatiens, joined con-
cepts and provides a common representation for synonymsngtance we-
blog is one of the conflated tags derived for the RSDC’08 data. tiflates
the following list of space-separated tat#ng Blog weblog blogs Weblog we-
blogs blog, BLOGS Blogs Weblogs bloga bloging blogs, webl&jpg. we-
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blogs weblogblogs blog weblogblog tablog webology bl;ogs Blogs! ??blog
blogr Blogs, BLOG Blog® Blog: blogblogs The set of conflated tags define a
tag spacehat can be used to model bookmarks, documents and userthig-or
purpose, we use the mapping between normalized conceptsoafidted tags
provided by the underlying ontology (WordNet) to create akmark, docu-
ment and user representation within the existing tag space.

We note that our mechanism for normalizing concepts and atimdgl tags
was developed for the English language and has not beemuastb to han-
dle multi-lingual data. This is reflected in our tagging fesdior non-English
content and tags.

3 Recommending Tags for Bookmarks

Given the bookmark, document and user representationedieiia Section 2,
let us consider the following notations: for a bookmark= (u;, d;, {ti;};)

— TH(b;) = the set of tag conflations derived fét;; }; — the tags assigned
by useru; to documenti;; TH (b;) C TagSpace,

— TC(b;) = b;'s representation in the concept space (the set of norndalize
concepts evoked by’s textual content)’C'(b;) C ConceptSpace, and

— TT(b;) = b;'s representation in the tag space (the set of conflated tags
evoked byb;’s concepts),I'T'(b;) = T'C(b;)’s projection to thel'agSpace;
TT(b;) C TagSpace.

Foradocumenty, TH (dy) = U;TH(b;), TC(dy) = U;,TC(b;),andT’T (dy) =
U,TT(b;) whereb; = (u;,do,{t;j};) is a bookmark provided in the train-
ing data. Similar definitions can be derived for a usgr We note thatl'C'
andT'T are independent of the tags that ugsgrlssigns to documerat;,. They
are solely based on the textual content that the user ats®eigth the docu-
ment. Let us also denotBT'(b;) U T H(b;) by THT (b;) — the set of tags that
can be associated with bookmatk It includes the tags assigned by humans
as well as tags derived from the textual content of the bookethdocument.
THT(b;) C TagSpace.

3.1 Recommending Existing Tags

Given the models defined in Section 2 and the notations inted above, tag
recommendations derived from the existing tag space forvengbookmark
(uo, do) are generated b HT'(do) N THT (ug)] UTT (dy, uo). These are ex-
isting tags evoked by the textual content of bdghandwg. They may include
tags previously assigned tly by other users (ily is part of the training data,



TH(dy) # 0) or by ug to other documents (ifiy is part of the training data,
TH (uo) # 0).

3.2 Suggesting New Tags

In order to recommend tags that do not currently exist indigespace, we make
use of the document and user representations in the corpage.sTherefore,
for a given bookmarkuy, dy), recommendations are generated using 7'(do)

N THT (up)] UTC(dp,up). Lymba’s submission for the RSDC’08 Challenge
made use of this tag recommendation mechanism.

4 Data Preparation and Processing

4.1 Experimental Data

For the RSDC’08 Challenge, we received bookmarking data BibSonomy,
a web-based social bookmarking system that enables uséag toeb docu-
ments as well as bibtex entries of scientific publicationseBstatistics of the
data can be found in Table 1.

Table 1.RSDC’08 bookmarking data

| |BookmarksPublication$

Training 176,147 | 92,545
Average no. of tags 3.38 2.37
Test 16,195 43,348
Average no. of tags 2.12 2.27

Each bookmark was described by its URL (ehgtp://www.bibsonomy.orly/

a description of the URL (e.gBibSonomy::homethat usually maps to its title
and an extended description of the bookmark (8dhSonomy is a system for
sharing bookmarks and lists of literatuyeWe note that the user that is book-
marking a URL has complete control over the bookmark’s desans.

Each bookmarked publication is associated with valuestékifields such
astitle, author, booktitle journal, series editor, publisher volume number
pages etc. In addition to this information, thentrytype bibtexKey bibtexab-
stract andURL can be specified. The user can also input their own desariptio
of the publication. Miscellaneous information is colletta themiscfield. This
may include user comments, non-standard bibtex fields, isbm (1532-0626

3 http://www.bibsonomy.org



(print), 1532-0634 (electronic)yoi (10.1002/cpe.607), arlnibdate(Mon Feb
25 14:51:24 MST 2002). For instance, one of the publicatimoakmarked by
user26is described by the information shown in Table 2.

Table 2. Bookmarked publication in BibSonomy

Title

Author
Journal
\olume
Number
Pages

Year
EntryType
BibtexKey
BibtexAbstrac

URL
Misc

Description

Temporal and real-time databases: a survey

G. Ozsoyoglu and R. T. Snodgrass

Knowledge and Data Engineering, IEEE Transactions on
7
4
513-532

1995

article

0zs095

fA temporal database contains time-varying data. In a ies-tlatabase transa
tions have deadlines or timing constraints. In this papereview the substanti
research in these two previously separate areas. First armactkrize the tim
domain; then we investigate temporal and real-time dataetsodVe evaluat
temporal and real-time query languages along several dimes \We examir
temporal and real-time DBMS implementation. Finally, wensoarize major re
search accomplishments to date and list several unanswesedrch question
http://ieeexplore.ieee.org/xpls/abl.jsp?arnumber=404027

- I'm not clear why temporal databases are used. Does Amagerthem?
suspect they just annotate the row with a timestamp as neegegber survey
variety of research, quite extensive. Tries to combine taalmlbs with real-tim
dbs.

sdasda

nC-

Yo @ o

D »n

4.2 Data Normalization

Bookmarks are described by their URL. Thus, we planned tahsserl _hash
information associated with each bookmark to identify thi&ue list of book-
marked webpages. However, multiple URLs can pinpoint tastttae webpage.

Table 3 lists

the different URLs found in the training datattidentify theBib-

Sonomymain webpage. Therefore, our data preparation processdied|an
URL normalization step that unified the bookmarked URLSs.

As a result of this step, several bookmarks were merged isboghe book-
mark to which we assigned the descriptions of the given b@wks For in-
stance, seven URLs bookmarked by us8B89 point to the same webpage (Ta-
ble 4). Clearly, uset339intended to bookmark different sections of the web-
page (he also bookmarked the entire page), however, usistinepsocial book-
marking tools, users cannot explicitly bookmark portiofisl@cuments. In Ta-



Table 3. URLs describing BibSonomy

http://www.bibsonomy.org/
http://www.bibsonomy.org
http://bibsonomy.org/
http://bibsonomy.org

Table 4. Duplicate bookmarks were merged

User Id URL Tag(s
1339 | http://www.gehspace.com/arte26a30.htm#R@&rte
1339 | http://www.gehspace.com/arte26a30.htm#Rarte
1339 | http://www.gehspace.com/arte26a30.htm#R&rte
1339 http://www.gehspace.com/arte26a30.htm#idioa'amte
1339 | http://www.gehspace.com/arte26a30.htm#R@rte
1339 | http://www.gehspace.com/arte26a30.htm#B@rte
1339 http://www.gehspace.com/arte26a30.htn} arte

1339 http://www.gehspace.com/arte26a30.htn] arte

ble 4’s last row, we display the bookmark that unifies the sefldRL,tags)
pairs.

A similar unification process was performed on the set of buanked pub-
lications. For publications, we used thienhashifield information. In Table 5,
we display one example.

Table 5. Duplicate publications were merged

|User Id[Publication [Tag(s) |
82 Title: How triadic diagrams represent conceptual stfadadic formal concept lattices
tures Author: Klaus BiedermannSeriesLNAI analysis fba begriffsanalyse

forschungsgruppe tu agl for-
male darmstadt fca

82 Title: How Triadic Diagrams Represent Concepti'l A OntologyHandbook
Structures Author: K. Biedermann Series: Lecturg
Notes in Computer Science

82 Title: How Triadic Diagrams Represent Concepti A OntologyHandbook
Structures Author: K. BiedermannSeriesiNAI 1

82 Title: How triadic diagrams represent conceptual strjigadic formal concept lattices
tures Author: Klaus BiedermannSeriesLNAI, Lectureanalysis fba begriffsanalyse
Notes in Computer Science forschungsgruppe tu agl for-
male darmstadt fca ontology-
handbook

A second preprocessing stage was performed for all pulditatwhose
misc field was comprised of (field,value) pairs. A manual reviewabfbib-



tex fields stored imischby one of the authors of this paper resulted in a map
that augments the existing information stored for a pubbica For instance,
the values stored withimiscfor the field nameenglishtitlewere added to the
title information. Similarly, theconfnamevalues augmented theooktitle in-
formation. However, not all bibtex fields stored withimisc could be mapped

to already existing columns. Therefore, new fields were ggad and popu-
lated with the corresponding values as stored imtligcfield. Among the new
columns, we havelassification, contents, keywords, review, subjectctamd
others.

Given that we had this rich meta information for only some e pub-
lications, we attempted to fill the missing information bypkiting the data
that digital libraries such aeexplore.ieee.org, portal.acm.org, or sciencedi-
rect.comprovide for the publications that they host. Thus, for anplation
whose URL pointed to one of these websites, we downloadedhtthefiles,
parse them, extracted any piece of information that beldrigethe publica-
tion’s metadata and stored them in the corresponding bftekds. We note that
the html files downloaded from these resources have a uniftracture and
can be easily parsed.

An additional data preparation step was required for the 88 data.
Most of the textual information that is associated with stifec publications
contains ATEX markings. By removing these markings, each publicatios wa
associated with plain text that can be accurately procelsgamlir natural lan-
guage processing tools.

4.3 Data Processing

As mentioned in Section 2, each bookmark is associated Wghextual con-
tent of the metadata that accompanies it and certain caneeptderived from
each piece of information. However, the importance of themiified concepts
differs from column to column. For instance, the concepts/dd from a publi-
cation’saddresdield are less important than one ones derived fronmjdbenal
information which are less important than thile concepts when it comes to
the concept’s likelihood to become a tag assigned to therdent Therefore,
when we aggregated the concept information for a bookmarkht® purpose
of deriving the bookmark’s representation in the concepicepl’C'(b;)), we
used various field weights that denoted the importance dfélte For Lymba’s
RSDC’'08 submission we used a set of heuristics to assignhigetg the dif-
ferent fields that describe the URLs and the publicationsvéver, we plan to
learn these weights from the training data within a machéaerling framework.



5 Experiments and Observations

For the RSDC’08 challenge, we normalized the test data doapto the pro-
cessing described in Section 4.2. For the testing booknparkkications that
mapped to bookmarks existing in the training data, we retithe tags assigned
to these bookmarks according to the training data. 602 badkspublications
were tagged by this process with a maximum average F-meat06295% (at
top 1) and a minimum average F-measure of 96.70% (at top 2).

5.1 Results

In Table 6, we show the performance of the system on the RSBXe¥ing data.
The highest F-measure (21.33%) is achieved for the top Semmmmendations
with the highest precision at top 1 and highest recall at @pQur measures
of the system’s performance on the two types of bookmarksL&dd publi-
cations) — also shown in Table 6 — releaved a significantrdiffee between the
quality of the tag recommendations made for a publicatiagh@st F-measure —
attop 5—is 27%) and the quality of the recommendations matd hookmark
(highest F-measure : 7%).

Table 6. Performance on the test data (average recall, precisiorf-am@hsure over the testing
bookmarks/publications for the to§ tag recommendations ¥ € {1,...,10}). Performance
numbers are shown for the entire test data, only for booksyakd only for publications.

[Top V] Recall | Precision | F-measure |
1 ]0.2062:0.0700/0.2572.2062 : 0.0700/ 0.257@.2062 : 0.0700 / 0.2572
0.2089 : 0.0656 / 0.2626.1892 : 0.0629 / 0.2366.1986 : 0.0643 / 0.2488
0.2515 : 0.0665 / 0.320@.1749 : 0.0586 / 0.2186.2063 : 0.0623 / 0.2599
0.3005 :0.0684 / 0.3873.1635 : 0.0537 / 0.2046.2118 : 0.0601 / 0.2678

0

0

0.3468:0.0717 / 0.449@.1540 : 0.0502 / 0.1920.2133 : 0.0591 / 0.27(
0.3894 :0.0745/0.5072.1460 : 0.0469 / 0.1830.2123 : 0.0575 / 0.264
0.4266 : 0.0792 / 0.55¢6.1389 : 0.0457 / 0.1730.2096 : 0.0579 / 0.2648
0.4592 : 0.0816 / 0.600@.1322 : 0.0437 / 0.1658.2053 : 0.0569 / 0.2592
0.4865 : 0.0844 / 0.6369.1257 : 0.0424 / 0.1560.1998 : 0.0564 / 0.2517
0.5073 :0.0860/0.6640.1193 : 0.0412/ 0.1486.1932 : 0.0557 / 0.2428

OO N[O O | W[IN

=
o

A closer look at the set of 16,194 bookmarks given in the tasaskt re-
vealed 9,183 bookmarks were assigned a singleinagxXforum which was not
among the top 10 tag recommendations returned by our sy3teese book-
marks are various articles frohttp://forum.index.huTable 7 displays three of
these bookmarks. The tag assigned to these URLs can bediémra their
common URL. However, our system recommends the conceptsritified in



the bookmark’s content without joining them. For instarmer, tag recommen-

dations for the second URL shown in Table 7 Htemonitorok, forum, article,
la, index, 9156398, htand78013830

Table 7. Quality of out-of-tag-space recommendations and in-fzaEe recommendations mea-

sured on the test data

[URL

[Title

http://forum.index.hu/Article/showArticle?t=9096 28&=73045864tomor,
gramozasi nyelv

prd

http://forum.index.hu/Article/showArticle?t=9156 3%#&=7801383(

TFT monitorok

http://forum.index.hu/Article/showArticle?t=9013285=34610774

nem dicserni!

Temetni jottem a Linuxo

L,

We evaluated the system’s performance on the test data floalnwe elim-
inated the 9,183 URLs frorhttp://forum.index.huThe performance, as it can
be seen in Table 8, improves by 4% (F-measure of top 5 tag reenations).

Our immediate plans are to expand our system to includedaioacepts in the

tag recommendations that it makes.

Table 8. System performance on the test data excludindhttie//forum.index.hipookmarks

[Top V]

Recall

| Precision

| F-measure |

1

0.2062 /0.243

.2062 / 0.243

9.2062 /0.243

0.2089/0.247

.1892/0.223

£.1986 / 0.234

0.2515/0.297

.1749 /0.206

9.2063 / 0.244

0.3005 / 0.355

.1635/0.193

¥.2118 /0.250

0.3468/0.410

0.1540/0.182

©.2133/0.252

0.3894 / 0.460

£).1460/0.172

.2123/0.251

0.4266 / 0.504

).1389 / 0.164

0.2096 / 0.247

0.4592 /0.543

0.1322/0.156

$.2053/0.242

OO N|O| O B W[IN

0.4865/0.575

.1257 / 0.148

.1998/0.236

[En
o

0.5073/0.600

.1193/0.141

OT W0 00 00— W Or O 0 ©

10.1932/0.228

The difference in the system’s performance on the bookmath ds op-
posed to the test publications (Table 6) may also be causkebglifference in
textual content that the system associated with each batdpublication. The
bibtex entries were much richer in textual content when camegbwith the URL

descriptions.



5.2 Impact of Tag Space Expansion

Our approach to tag recommendations (described in Secjiemables us to
limit our suggestions to the existing tag space as well asrkphe set of tag
recommendations to include concepts the were not preyi@ssligned as tags.
In this section, we show the impact that the process of recemaing out-of-
tag-space concepts had on the performance of our systerabla 9, we show
the performance of the system when we limited the tag recamat@®ns to the
tag space generated based on the training data. The highesagure, 10.04% —
achieved for the top 4 tag recommendations, is significamtigller when com-
pared with the system’s F-measure when it recommends ctnttegt do not
exist in the current tag space. The understanding of therhadipublication’s
content (the textual information that accompanies the Rblication) doubles
the quality of the tag recommendations.

Table 9. Quality of out-of-tag-space recommendations and in-{zage recommendations mea-
sured on the test data

[TopN| Recall | Precision | F-measure |

1

0.2062 / 0.092

10.2062 / 0.092

0.2062 / 0.092

0.2089/0.093

#.1892 / 0.086

£.1986 /0.090

0.2515/0.113

0.1749 / 0.084

@.2063 / 0.096

0.3005/0.134

£).1635 / 0.080

10.2118/0.100

0.3468/0.149

$.1540/0.074

£.2133/0.099

0.3894 /0.160

.1460 / 0.069

$.2123/0.096

0.4266 / 0.166

.1389/0.063

9.2096 / 0.092

0.4592/0.169

®.1322/0.059

$.2053/0.087

OO N[O O | WIN

0.4865/0.171

$.1257 / 0.055

0.1998 / 0.084

Ay
o

0.5073/0.173

M.1193/0.053

10.1932/0.081

W O N NOO S0 OY

6 Conclusion

In this paper, we briefly describe Lymba’s approach for getney tag rec-
ommendations for bookmarks/publications. We exploit theual content that
can be associated with bookmarks, documents and users aachtge models
within the concept space or the existing tag space. Usirggthieh models, our
tag recommendation system is able to suggest various cisnaspags for a
given bookmark. The quality of the tag recommendations gded from con-
cept space (without being constrainted to the tag spaceipeddoy the training
data) exceeds by far the appropriateness of the tags seddesin the current
tag space.



Further analysis is required to identify which featurestdbnte and by how
much, towards a particular tag. The semantic relation bertwviee tags in the tag
space can be exploited to obtain better weighting of tagdrapdoved models
for documents and users.

Our future work will focus also on designing an “adaptive tagpmmenda-
tion” system which uses the chronology of the bookmarkingnésto grow the
tag space and learn from all previously stored bookmarks.
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