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Abstract

Knowledge workers put a lot of effort during ev-
ery day’s work in structuring their own infor-
mation. This is often done with the help of
email tools, file directories, or bookmarks. The
recently started research project EPOS1 investi-
gates ways to assist users in providing adequate
and task-specific support. The envisioned system
will observe the user’s work as well as his ways
of information handling and automatically learn
and identify his goals, intentions, structures, on-
tologies, and work processes. Towards the user,
a sophisticated knowledge workspace shall act as
an adaptive assistant proposing follow-up work-
ing steps and providing (how-to) information as
well as relevant documents. In order to do so,
the assistant needs to know about the user’s cur-
rentcontext. One part of that context is the user’s
current goal. The user goals are represented by
task concepts which are concepts in an ontology.
We propose to use Case-Based Reasoning (CBR)
techniques to predict the user’s goal(s) from a se-
quence of his workspace (inter-) actions needed
to achieve this goal.

1 Assisting Knowledge-Intensive Work
Knowledge workers[Davenport and Prusak, 1998] put a lot
of effort during everyday’s work in structuring their own
information. This is often done with the help of email
tools, file directories, or bookmarks, but the way this is
done depends highly on the individual manner of working.
Contrary to that are the knowledge management goals of
a company: global collection, structuring and distribution
of knowledge. Hence, there is a gap between the global
benefits for the organization and the personal benefits for
the individual knowledge worker. While the organization
asks for universally applicable, standardized and persistent
structures, processes, etc. to achieve and maintain univer-
sally accessible information archives, the individual knowl-
edge worker requests his common, individualized struc-
tures and flexibility in processes and work organization in
order to reach optimal support for his activities. There-
fore, the recently started research project EPOS[Dengelet
al., 2002] investigates a bottom-up evolutionary approach
to narrow this gap.

The individual knowledge workspace is realized mainly
by a set of applications running on the user’s personal

1Evolving Personal to Organizational knowledge Spaces,
http://www.dfki.de/epos

computer. In order to provide adequate and task-specific
support to the human, the system will observe the work
and the users’ ways of information handling and automat-
ically learn and identify his goals, intentions, structures,
ontologies, and work processes. Towards the user, the
knowledge workspace shall act as an adaptive, context-
aware assistant proposing follow-up working steps and pro-
viding (how-to) information, as well as, relevant docu-
ments. Therefore, the assistant needs to know about the
user’s currentcontextwhich has, according to[Maus, 2001;
Turner et al., 2001], many components, dimensions, or
contextual aspects.

In order to be really useful for the user, the assistant has
to be as unintrusive as possible, i.e., most of the context
should be gathered from observing the user instead of de-
pending on being fed explicitly by the user. EPOS will
observe the user at his daily work on his PC and elicit as
much user context as possible out of this observation. This
context information will then be used for context-sensitive
assistance functionality.

The paper is organized in the following way: In section2
we introduce a hierarchy of four abstraction levels of user
activities, followed by an example that guides through the
four levels in section3. Then, we describe the knowledge
sources we deem important from a more technical view in
section4 before we sketch our proposed goal elicitation
approach using Case-Based Reasoning techniques in sec-
tion 5. We close the paper with a brief discussion of open
issues and an outlook on further work of the EPOS project
team.

2 Four Abstraction Levels of User Activity
Figure1 depicts four different levels of user activity: The
first level, calledWorkspace Level, represents the oper-
ating system and the applications that provide access to
files, objects and information structures. Observation at
this level results in workspace events such as various mouse
clicks, entering of some text, or starting and handling ap-
plications.

The user’s momentary intentions, expressed by hisuser
actions, are independent of the currently used workspace.
TheUser Action Level, thus, contains such user actions as
create new text document or revise document, rather than
atomic mouse-clicks or actions likestart text editor or ac-
tivate File-new menu. Those user actions will be inferred
from a series of workspace events described before. We
do not address this in this paper. This is another part of
research of the EPOS project.

While the user tries to solve his problems with the OS
and some applications, he always has some higher medium-
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Figure 1: The user observation architecture handling different abstractions of user interactions.

term goal in mind such aswrite down results or write project
proposal. Those user goals are captured in theTask Con-
cept Leveland are represented bytask conceptswhich are
concepts in an ontology about such user goals. EPOS will
elicit the user’s goal(s) from a sequence of the user actions
needed to be carried out to achieve this goal. This paper
will focus on a mechanism for this elicitation problem.

Knowing about the user’s goal(s), EPOS can provide
goal specific support to the user such as relevant docu-
ments / (how-to) information. Furthermore, if we know
about goal specific (generic) information-needs, we can fill
the user’s information-need gap by presenting him respec-
tive documents.

And, last but not least, theProcess Levelconnects to the
organizational structures processes which might be explic-
itly modelled, e. g., with a business process modeling tool
or enacted by a workflow management system (WfMS). If
there is such a WfMS available, we can connect / assign
the user to running workflows. Workflows can be semanti-
cally described[Schwarz, 2003] using the same set of task
concepts as we’re eliciting from the user’s behavior. So,
we can use the task concepts to identify the workflow tasks
the user is (or seems to be) currently working on. That way
we can use and offer workflow knowledge indirectly, i. e.,
withoutdirect interaction with a WfMS.

3 Usage Example
An example usage scenario shows the different layers of
abstractions, as well as, the envisioned user assistance.

The first thing available to the observation module of the
EPOS system is the user’s workspace activity resulting in a
series of workspace actions / events like the following:

1. start text editor

2. open a text file

3. scroll around a bit

4. print out document

5. close text editor
The system tries to elicit direct user intentions (user ac-

tionsout of these native workspace events. The system can,
however, not be certain about elicited user actions. There-
fore, we have to cope, generally, with a multitude of more
or less probable user actions:
• skim over this document (most probable)

• print out this document (still probable)

• (physically) archive this document (possible)
This user action elicitation is a continuous process, i. e.,

the user will continue to use the workspace and, as such,
produce further workspace events, e. g.,

1. open web browser

2. go to URL of citeseer

3. enter some text

4. press search button

5. . . .
The system will gather those workspace events and,

again, try to elicit respective user action(s) out of it, e. g.,
• search for document(s) (very probable)

• search for author(s) (still probable)
For the sake of simplicity, we assume only to consider

the most probable user action and leave out the other ones.
As time passes, we then get a chronologically ordered se-
quence of most probable user actions, like this one:



action= skim over doc
app= text editor
doc=< doc-id>


 →




action= search for docs
app= web browser

search engine= google
terms= {CBR, context}






Using the mechanisms described in this paper, we will
use thisuser action sequenceto elicit the user’s goal (task
concept). As before we have to cope with ambiguity as
long as the user isn’t helping the elicitation process by
some feedback. We get a set of probable task concepts like
the following:
• investigate related work (very probable)

• research state of the art (very probable)
Using the estimated task concepts we can use the seman-

tic descriptions of workflows and work items to identify a
potential assignment of the user to an active work item. We
may receive the following hypotheses:
• user works (most probably) at work item0306201, a

work item named “related work”

• follow-up work item in the same workflow is
0306202, a work item named “related research
projects”

4 Knowledge sources and their structure
Figure 2 shows a more detailed, technical, and complete
view of our envisioned user observation and context elici-
tation framework. As indicated by bigger arrows, this paper
focuses on the identification of the user’s goals (task con-
cepts) utilizing recently observed user actions. This map-
ping will be done using Case-Based Reasoning (CBR).

To be more precise, consider a vector represent-
ing a sequence of the most recent user action objects:
(uat−n, . . . , uat−1, uat). The vector describes past to
present user actions. Its length, and hence the view into
the past, must be restricted to a capable length, of course.
Determining the length of the vector and the selection of
“interesting” combinations of user actions will be the topic
of another paper.

A user action object stores different aspects of informa-
tion about and around the mere action invoked by the user
such as
• invoked action (e. g.,enter text),

• used application (e. g., sometext editor ),

• text context: text around the user’s text cursor (or alter-
natively the mouse cursor), e. g., four sentences before
and 1 sentence after the cursor or surrounding para-
graphs,

• domainof the text context (e. g.,workflow manage-
ment, knowledge intensive work, user observation),
and

• document type of the touched document (e. g.,project
proposal).

Hence, the user action objects and, especially, the user
action sequences are complex structured objects.

In parallel to the observed user actions, there’s a
workspace model(cf. Figure3) describing objects available
to the user plus possible operations / actions on these ob-
jects. This provides additional domain knowledge for the
mapping mechanism.

Moreover there are several ontologies which support the
elicitation even further:
• relationships between domain concepts (e. g.,work-

flow management is-related-to business process mod-
eling)

• relationships between document types (e. g.,project
proposal is-a proposal, proposal is-a paper )

5 Approach
The goal elicitation problem described above, can easily be
formulated as a Case-Based Reasoning classification task2,
i. e., determine the user’s most probable goals (task con-
cepts) for a given sequence of user actions.

Our application domain is a weak theory domain where
the important causal interactions are not well understood
(and not easily to grasp, anyway). There is no correct-
ness criterion available which can determine that a given
sequence of user actions belongs to a certain task concept.
At this point, relevance feedback will have to be regarded.
The relation between a sequence of user actions and task
concepts is user related and may change for a given user
over time.

In terms of theSIAM methodology for building and
maintaining CBR applications[Roth-Berghofer, 2003],
most of the Setup phase has been completed: the project
objectives are set, a project team has been selected, etc. (Of
course, one has to keep in mind thatSIAM was developed
in the context ofcommercialCBR applications. EPOS, on
the one hand is a research project, and, on the other hand,
its goal is not mainly to build a CBR system.)

But, nevertheless, let us follow theSIAM path further.
The next phase is the Initialization phase. This phase re-
quires to acquire knowledge to create cases, determine an
initial domain model and to build an initial case base.

The cases in this domain are classical cases of rule type
[Richter, 1997]. They describe a problem solving episode
consisting of a problem specification, i. e., a sequence of
user actions, and a solution, i. e., a concept of the corre-
sponding task ontology. Of course, our underlying assump-
tion is that similar user actions indicate similar goals, at
least in certain contexts; an assumption that has to be vali-
dated through further research and experiments.

We currently represent a case as a vector of attribute
value pairs as described above. The cases are records of
past events, and, thus, episodic in nature[Watson, 1999].
In the course of the knowledge acquisition for the cases, we
will develop the initial domain model. Part of the vocabu-
lary knowledge container[Richter, 1995] is already given
by an ontology of user actions and the task concept ontol-
ogy. But this has to be developed in more detail.

Another challenge will be the development of appropri-
ate similarity measures. Questions to answer are, e. g., how

2cf. [Lenz et al., 1998] for a description of CBR application
types
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many elements should a user action sequence contain to
make up a case or how important is the time order of the
user action sequences. An in depth analysis user actions
acquired in experiments is intended to form a basis for the
similarity measures.

The experiments mentioned will also help to build an
initial case base. Appropriate cases have to be built from
user action sequences and corresponding task concepts as
their “solutions”.

We do not need to take care of adaptation knowledge.
This knowledge container is empty because the problem
is a classification problem that does not require solution
transformations per se.

6 Things for Discussion and Future Work
As already mentioned, our research project has just started
and we tried to sketch the problem area together with a po-
tential solution for some specific part, i. e., the mapping
from the user action level to the user task level. Apart
from the goal elicitation problem, there are further issues
to regard. For example, the context elicitation isnot triv-
ial at all, because we will have to handlemultiple/parallel,
fuzzy/ambiguouscontexts:

• As the user’s daily work typically requires concurrent
work on multiple and different (distinct) processes,
the context elicitation has to cope with a multitude of
parallel streams of work and goals.

• The more automatically the context elicitation acts,
the more we have to cope with uncertainty and/or
fuzzyness in the context.

Then, what about handling multiple users / desktops /
workspace models etc.? The current approach is a stand-
alone (single person) only solution. By now, we focus first

on the case of one single person, one desktop PC, one task
concept ontology[Schwarz, 2003] and one trained case
base for task concept identification (i. e. user goal elicita-
tion). Storing user action sequences under relevant (iden-
tified) task concepts leads to an instance based definition
of task concepts. Hence, as long as two persons use the
same workspace model (domain model) and the same set
of user actions, we can negotiate about task concepts via
stored sets of user action sequences.

Furthermore, context elicitation won’t work without user
interaction especially not at the beginning of training and
ontology construction. How will such user interaction look
like?

• in combination with visualization (especially context
visualization)

• in form of feedback (“yes!” / “no!”) buttons

• important: balance user benefits against user distur-
bance!

We look forward to using the workshop as a platform
for discussing problems emerging wrt. our envisioned goal
elicitation.
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