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Abstract

With the ever increasing amount of media data
and collections on the world wide web and on
private devices arises a strong need for adequate
indexing and search techniques. Trends such as
personal media archives, social networks, mo-
bile devices with huge storage space and net-
works with high bandwidth capacities make dis-
tributed solutions and peer-to-peer (P2P) systems
attractive. Here, resource selection can be ap-
plied to determine a ranking of promising re-
sources based on descriptions of their content.
Resources are contacted in ranked order to re-
trieve appropriate media items w.r.t. a user’s in-
formation need.

In this paper we apply and adapt resource de-
scriptions in the form of binary histograms and
corresponding selection techniques which were
designed for low-dimensional spatial data to
high-dimensional data in the context of content-
based image retrieval (CBIR). W.r.t. related work
in distributed information retrieval, which is also
discussed in this paper, a main characteristic of
our approach are more space efficient resource
descriptions. This makes them applicable for a
wider range of application fields apart from the
P2P domain.

1 Introduction

In recent years, there has been a tremendous increase in
(personal) web data. Web users maintain blogs, twitter
their lives and upload photos and videos to social media
sites. Besides storing media items, people tend to share
them with friends and interact with each other by collab-
oratively tagging or commenting on various items. Con-
sequently, heterogeneous online resources which differ in
size, media type and update characteristic have to be ad-
ministered [Thomas and Hawking, 2009]. Hence, effective
and efficient retrieval techniques are essential.

Several criteria can be employed for the retrieval of me-
dia items (cf. Fig. 1): a) textual content b) geographic foot-
prints, ¢) timestamps and d) (low-level) audio or visual con-
tent information. Based on these criteria, text, image, audio
and video documents can be indexed and searched.

Peer-to-peer (P2P) scenarios for the administration of
media collections are attractive for multiple reasons. Me-
dia items can reside on individual devices without a need to
store them on remote servers hosted by service providers.
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Figure 1: Possible criteria for media retrieval.

Besides reducing dependency from service providers as in-
formational gatekeepers, no expensive infrastructure has to
be maintained by applying a scalable P2P protocol such as
Rumorama [Miiller et al., 2005b]. Crawling, which con-
sumes large amounts of web traffic [Bockting and Hiem-
stra, 2009], can thus be avoided. Idle computing power in
times of inactivity can be used to maintain, analyze and en-
rich media items.

Our work focuses on space efficient resource descrip-
tion and corresponding selection techniques which allow
for efficient and effective query processing. As a proof-
of-concept, we design them for the use within Rumorama
without limiting their possible application. The resource
description and selection techniques can also be applied in
the context of traditional distributed information retrieval
(IR) (cf. Sect. 2.1) or other variants of P2P IR systems (cf.
Sect. 2.2). Furthermore, there is a range of possible appli-
cation fields apart from P2P IR systems (cf. Sect. 2.3).

Rumorama is a scalable P2P protocol that builds hier-
archies of PlanetP-like [Cuenca-Acuna et al., 2003] P2P
networks. In Rumorama, every peer sees a portion of the
network as a single, small PlanetP network and furthermore
maintains connections to other peers that see other small
PlanetP networks. To this end, the peer stores a small set
of links pointing to neighboring peers in other subnets in
order to be able to forward queries beyond the boundaries
of its own PlanetP-like subnet. Each peer can choose the
size of its PlanetP network according to local processing
power and bandwidth capacity. Within its small PlanetP-
like subnet, a peer knows resource descriptions of all other
peers’ data in the same subnet. These descriptions are dis-
seminated by randomized rumor spreading and provide the
basis for query routing decisions, i.e. which peers to con-
tact in the local subnet during query processing.

Peers storing media items which are described by the cri-
teria outlined in Fig. 1 can thus be summarized by corre-
sponding resource or peer descriptions (cf. Fig. 2), where
each peer is considered as a resource of potentially use-
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Figure 2: Peer or resource descriptions based on media
item features.

ful media items with respect to the given query. These
peer or resource descriptions can be envisaged as an ag-
gregation of the features of the media items stored on the
respective peer. Resource description and selection for tex-
tual data has already been extensively discussed in liter-
ature (cf. [Cuenca-Acuna et al., 2003]). Techniques for
time and date information are presumably less challenging
and might consist of a combination of clustering (cf. [Duda
et al., 2000]) and histogram techniques (cf. [loannidis,
2003]).

We proposed resource description and selection tech-
niques for geographic data in [Blank and Henrich, 2009;
2010]. Techniques for CBIR were €.g. addressed in [Blank
et al., 2007]. In this paper we will apply and adapt ultra
fine-grained summaries (UFS, cf. Sect. 3), the most promis-
ing technique in the context of geographic data based on
binary histograms, for CBIR and analyze its use in more
detail. The contribution of this paper is i) the application
and adaptation of UFS for CBIR, ii) a detailed analysis of
summary sizes in the case of CBIR, and iii) an analysis of
time complexity for peer ranking.

Of course, resource ranking based on a single criterion is
only a first step. When querying for multiple criteria, e.g.
for a sunset image in a certain geographic region, criterion-
specific resource rankings can be combined applying a
merging algorithm for ranked lists (cf. [Belkin et al., 1995;
Ilyas et al., 2008]).

The remainder of this paper is organized as follows.
Sect. 2 discusses related work. In Sect. 3 we present an
analysis of the application and adaptation of UFS for CBIR.
Sect. 4 concludes with an outlook on future work.

2 Related Work

2.1 Traditional Distributed IR Systems

Traditional distributed IR is mainly concerned with text
data. Resources are usually described by the set of terms
(or a subset of them) which are contained in the documents
of a resource and some kind of frequency information
per term plus possibly additional statistics [Callan, 2000].
There is plenty of work on resource selection in this context
(references are e.g. given in [Thomas and Hawking, 2009;
Bockting and Hiemstra, 2009]).

We will now describe approaches which address re-
source description and selection based on low-level visual
content features. Chang et al. [Chang and Zhang, 1997;
Chang e al., 1997] propose three approaches. For all of
them, a relatively small number of feature vectors from
reference images is used (so called templates or icons). In

contrast to our approach (cf. Sect. 3), templates are selected
from the underlying data collection, i.e. the images that are
administered by the resources. For all three approaches, a
set of matching templates is computed per image and per
query based on a predefined similarity threshold. The first
approach uses the number of images which are assigned
to a certain template as a ranking criterion. The second
approach additionally applies mean and variance informa-
tion w.r.t. the similarity values between a template and the
images which are assigned to it. In experimental studies,
both approaches perform worse than a histogram-based ap-
proach. Here, a special form of clustering is applied in or-
der to further partition the feature space covered by a tem-
plate. This approach is e.g. different to our approach w.r.t.
the type of clustering, the mechanism for computing the
histogram (more parameters needed, no compression, no
external collection), and especially the number of applied
reference points.

[Berretti er al., 2004] apply a special form of hierarchi-
cal clustering to a resource’s set of feature vectors in order
to ascertain a resource description. A predefined maximum
cluster radius is used for determining the centroids which
are included in the resource description. Every path in the
clustering tree is descended as long as the cluster radius of a
node is bigger than the maximum cluster radius. Amongst
other information, the centroids of the nodes where the
search stops are included in the resource description. By
varying the maximum cluster radius, the granularity and
size of the resource descriptions can be adapted. When it
comes to resource selection, centroids and cluster radii are
applied. Compared to our approach, the size of the resource
descriptions is expected to be bigger with smaller potential
for compression, since centroids are usually represented by
d-dimensional real-valued feature vectors (d often between
102 and 10%). We proposed similar approaches in [Al-
lali et al., 2008] where local clustering and Gaussian mix-
ture models (GMMs) are compared. For local clustering
d-dimensional cluster centroids are included in the sum-
maries. Mean and variance vectors of dimensionality d plus
size information capturing the number of images of a peer
which lie in a certain cluster are used as summaries in case
of GMMs. GMMs perform better than local clustering in
terms of ranking selectivity, but cannot outperform the ap-
proaches presented in Sect. 3. In addition, average sum-
mary sizes are expected to be bigger since the summariza-
tion of a peer with only a single real-valued image feature
vector and thus one centroid will consume d - 4 bytes for
local clustering and (2d + 1) - 4 bytes for GMMs, if we
assume the usage of 4 bytes per information unit.

[Kim ef al., 2002] apply a multi-dimensional selectiv-
ity estimation approach based on compressed histograms
(cf. [Lee et al., 1999]) for resource description and selec-
tion. The d-dimensional feature space is partitioned based
on a uniform, multi-dimensional grid. The histogram cap-
tures the number of features which lie in a certain bucket
of the grid. Since the number of buckets rapidly increases
with increasing d, multi-dimensional discrete cosine trans-
form (DCT) is applied in order to reduce histogram sizes.
With the help of an adequate sampling strategy, only the
most important DCT coefficients are selected for represen-
tation. 8 bytes are used per DCT coefficient (4 bytes for
the histogram index and 4 bytes for the histogram value).
In their experiments in [Kim et al., 2002] 2, 000 till 2, 500
coefficients are used. The entity responsible for resource
selection can apply inverse DCT in order to recover the his-



togram with low error rates. For multi-dimensional range
queries, the hyper-sphere representing the search region is
approximated by multiple hyper-squares. Histogram infor-
mation is used to determine the selectivity of individual re-
sources w.r.t. the query. The method is further extended
in order to support resource selection in heterogeneous set-
tings, where each resource may use its own local similar-
ity measure which may be different from a global similar-
ity measure used by the entity performing resource selec-
tion. In [Kim and Chung, 2003], different resource selec-
tion strategies are evaluated which do not rely on histogram
information and instead use queried feature vectors in or-
der to determine relevant resources by applying different
regression models on distributions of global and local sim-
ilarity value pairs of queried feature vectors.

2.2 P2P IR Systems

P2P IR systems are often classified as being structured or
unstructured overlay networks. As a secondary classifica-
tion criterion, we introduce the distinction between data-
independent and data-dependent overlays in order to reflect
if a peer’s content or e.g. query profiles have an effect on
overlay generation. This distinction is helpful to pinpoint
different characteristics in a more organized way. In the
following, we will briefly discuss various approaches.

Unstructured P2P IR Systems

Data-independent: Main protocols in this group are Plan-
etP [Cuenca-Acuna et al., 2003] and its extension Ru-
morama [Miiller ef al., 2005b]. In Rumorama, a peer sees
the network as a single, small PlanetP network (called sub-
net) with connections to other peers that see other PlanetP
subnets. Each peer can choose the size of its subnet ac-
cording to local processing power and bandwidth capacity.
Within a subnet, a peer knows data summaries of all other
peers in the same subnet. Gossiping techniques are used
to disseminate the summaries. In a subnet, summary-based
resource selection allows for semantic query routing. Ad-
ditionally, a peer maintains a small set of links pointing to
neighboring peers in other subnets in order to be able to
forward queries outside the boundaries of its own subnet.
In its original form, peers are assigned to subnets arbitrar-
ily, i.e. independent of the peers’ content. But, Rumorama
can be easily extended by a grouping of peers similar to the
content-dependent overlays described in the following. Ad-
ditionally, summaries might be visualized and thus be ben-
eficial for interactive retrieval, e.g. by providing—with low
bandwidth requirements—a visual overview of peer data
for a large number of peers.

Routing indexes in various forms (for references
cf. [Doulkeridis et al., 2009]) represent aggregated infor-
mation in an unstructured network maintained at a peer for
all its neighboring peers in order to decide in which di-
rection queries should be forwarded. Initially designed for
one-dimensional values in order to avoid network flooding,
they have e.g. been extended to allow for multi-dimensional
queries.

Data-dependent: Many semantic overlay networks
(SONs) (for references and a detailed description
cf. [Doulkeridis et al., 2010]) can be characterized as data-
dependent, unstructured P2P networks. Here, the content
of a peer’s data or information about past queries defines
a peer’s place in the network. Thus, summaries of a peer’s
content or query profiles are needed. Two types of links are
usually maintained: short links grouping peers with simi-
lar content or query profiles into so called “clusters of in-

terest” (COIs) and long links that are established between
different COIs. During query execution the query has to
be forwarded to the most promising COI(s). In order to
form COlIs, clustering, classification as well as gossiping
techniques can be applied.

Structured P2P IR Systems

Data-independent: Structured P2P IR systems are based
on distributed indexing structures with distributed hashta-
bles (DHTs) being the most prominent class member.
Every peer in the network is usually responsible for a
certain range of the feature space. Thus, when enter-
ing the network or updating local content, indexing data
has to be transferred to remote peers according to the
peers’ responsibilities. In case of data-independent, struc-
tured P2P IR systems, terms (cf. [Bender er al., 2005])
or high-dimensional feature vectors for CBIR (cf. [No-
vak er al., 2008; Lupu et al., 2007; Vu et al., 2009]) are
usually mapped to one-dimensional or multi-dimensional
keys which can be indexed in a classical DHT such as
Chord [Stoica et al., 2001] or CAN [Ratnasamy et al.,
2001] respectively.

Data-dependent: SONs—as described above—can also
be implemented on top of a DHT in order to enhance query
routing [Doulkeridis et al., 2010]. Clustering, classifica-
tion as well as gossiping techniques are applied in order to
establish links to peers with similar content.

Indexing of Multiple Criteria

In structured, data-independent systems, correlations be-
tween different criteria (e.g. geographic and image content
information) are difficult to exploit when indexing multi-
ple feature types. If we e.g. assume an image from the
Sahara Desert with shades of beige sand and blue sky,
different peers might be responsible for indexing the ge-
ographic and the image content information. Therefore,
when distributing the indexing data of the Sahara image,
querying for it, or removing it from the network, (at least)
two different peers have to be contacted. Within SONs,
the simultaneous indexing of multiple criteria would re-
quire the definition of a similarity between peers and im-
ages combining e.g. geographic and image content infor-
mation. Alternatively, multiple overlays might be main-
tained. Within unstructured, data-independent P2P IR sys-
tems, it is possible to apply one summary and a correspond-
ing resource selection technique per feature type. Feature-
specific peer rankings can be combined by applying an al-
gorithm for the merging of ranked lists [Belkin et al., 1995;
Ilyas er al., 2008]. Alternatively, the creation of summaries
and resource selection algorithms integrating multiple fea-
ture types is possible (cf. [Hariharan et al., 2008]).

Hybrid Approaches and Super-Peer Architectures

A main characteristic of unstructured P2P IR systems is
that a peer only administers indexing data of media items
which belong to its user. Thus, when entering the system
or updating media items, full indexing data does not have
to be transferred to remote peers. Peer autonomy is bet-
ter respected compared to structured networks [Doulkeridis
et al., 2010]. On the other hand, structured systems offer
query processing with logarithmic cost. In order to reduce
the load imposed on the network when inserting new media
items, super-peer architectures [Papapetrou et al., 2007] as
well as DHT-based indexing of compact data summaries
instead of full indexing data has been proposed (cf. [Lupu
et al., 2007)).



In general, there is a convergence of structured and un-
structured P2P IR systems with many hybrid approaches.
We have e.g. evaluated an approach where indexing data
is stepwisely transferred amongst peers in order to make
peers more focused and—as a consequence—summaries
more selective. More selective summaries with peers hav-
ing specialized on a certain range of the feature space
lead to more efficient resource selection [Eisenhardt et al.,
2008].

There is plenty of work addressing super-peer architec-
tures (for references cf. [Doulkeridis et al., 2009]). They
are designed in order to overcome some limitations of
“true" P2P IR systems and make use of increased capabili-
ties such as storage capacity, processing power or available
network bandwidth. Often, concepts known from “true"
P2P IR systems are extended and transferred to super-peer
networks. Also within super-peers the convergence of dif-
ferent approaches can be seen. [Doulkeridis et al., 2009]
e.g. apply multi-dimensional routing indexes on a super-
peer level and additionally group similar super-peers close
together in order to allow for better query routing.

In this context, our resource selection techniques are
not restricted to data-independent, unstructured P2P IR
systems. The summaries can also be used within data-
dependent, unstructured P2P IR systems to form COIs and
within structured networks e.g. to be indexed in a DHT. In
addition, summaries could be used by super-peers for se-
lecting either “normal” peers or other super-peers. Further
application fields are also possible as will be described in
the following section.

2.3 Possible Application Fields apart from the
P2P Context

In addition to P2P IR (cf. Sect. 2.2) our resource summa-
rization and selection techniques can also be used in tradi-
tional distributed IR applications (cf. Sect. 2.1). Personal
meta-search is a novel application of distributed IR, where
all the online resources of a person are queried (e-mail
accounts, web pages, image collections, etc.). These re-
sources are typically heterogeneous in size, media type and
update frequency possibly requiring selective and space ef-
ficient summaries in this context [Thomas and Hawking,
2009].

Our summarization techniques might also be applied
within (visual) sensor [Elahi et al., 2009] as well as ad hoc
networks [Lupu et al., 2007]. Within sensor networks, lim-
ited processing power, bandwidth and energy capacities ne-
cessitate aggregation techniques which are based on local
information with a clear focus on space efficiency. [Lupu et
al., 2007] present an approach for ad hoc information shar-
ing based on mobile devices when people meet at certain
events or places. Here, it might not be feasible to transfer
complete indexing data but only summarized information.

Distributed IR techniques can also be used for vertical
selection within aggregated search [Arguello ef al., 2009].
Vertical selection is the task of identifying relevant ver-
ticals, i.e. focused search services such as image, news,
video or shopping search. A user issuing a textual query
“music beatles” might also be interested in music videos
and thus the results of video search or small previews
should be integrated in result presentation of classical web
search. In this context, a vertical can be interpreted as a re-
source and the task of selecting relevant verticals is similar
to resource selection in distributed IR requiring adequate

features, i.e. resource descriptions, and corresponding se-
lection mechanisms.

Space efficient resource descriptions might also be ben-
eficial in the context of recommender systems and social
search e.g. in order to compute the similarity between dif-
ferent users of social network sites. Similar users can be
determined not only based on having the same friends,
using the same tags, bookmarking the same media items,
etc. [Guy er al., 2010], but also depending on the similarity
of media content.

Another potential application area is automatic theme
identification. Automatic theme identification of photo sets
e.g. in case of digital print products' is concerned with the
task of finding suitable background themes for a given set
of images. Themes can be travel, wedding, etc. Each theme
can be described by a set of photos and modeled as a sum-
mary. Afterwards, the theme descriptions and the descrip-
tion of a user’s collection can be compared in order to rec-
ommend the best matching theme(s).

Resource selection techniques have been successfully
applied to blog site search [Elsas et al., 2008]. A blog feed
is viewed as a single collection and individual posts are in-
terpreted as documents in order to retrieve similar blogs
according to a given information need. A similar approach
can be undertaken in passage retrieval such as XML re-
trieval where different sections, subsections, etc. might be
grouped together as a resource (for references cf. [Lalmas,
2009]).

Also expert search [Balog et al., 2009] could presum-
ably be built based on resource description and selection
techniques. Here, a user is interested in finding human ex-
perts in an enterprise for example. Thus, e.g. all documents
a person has (co)authored could be modeled as a resource
and finding an expert would result in selecting the most
promising resource.

Compact resource descriptions might also be valuable
for focused crawling [Ahlers and Boll, 2009]. If a service
provides summaries of the image content of a certain web-
site or media archive, a crawler could estimate the potential
usefulness of this resource for its focused crawling task be-
fore actually visiting the source. This way, crawl efficiency
can be improved by preventing the crawler from analyzing
too many irrelevant pages. Web traffic imposed by down-
loading large sets of images in order to extract CBIR fea-
tures can thus be avoided.

Tree-based index structures are also related to our work
(cf. [Samet, 2006]). The decision of choosing the best
subtree is similar to the resource selection problem. Sum-
maries in the P2P context correspond to aggregations main-
tained in the nodes of a tree, e.g. bounding boxes in the case
of an R-tree [Guttman, 1984].

3 Resource Summarization and Selection
for low-level Visual Content Features

[Miiller et al., 2005a] proposed the use of “cluster his-
tograms” for distributed CBIR. In order to compute clus-
ter histograms, a moderate number of reference points is
used (e.g. k£ = 256). This set of reference points is known
to all peers. Every image feature vector of a peer’s lo-
cal image collection is assigned to the closest reference
point. Hereby, a cluster histogram is computed counting
how many image feature vectors of a peer’s collection are

U http://comminfo.rutgers.edu/conferences/mmchallenge/2010/
03/11/cewe-challenge/, last visit: 8.7.2010



closest to a certain reference point, i.e. cluster centroid c;
(1 < j < k). Reference points are determined by dis-
tributed k-Means clustering which imposes some load on
the network. During resource selection only histogram in-
formation regarding the cluster whose reference point lies
closest to the query feature vector is used. Peers with more
feature vectors assigned to this cluster are ranked higher
than peers with fewer feature vectors assigned to the clus-
ter.

In [Eisenhardt ef al., 2006] the performance of resource
selection is further improved. A list L of reference points
c; is sorted in ascending order according to the distance of
c; to the query feature vector g. In order to rank peer p,
before p; or vice versa L is processed from the beginning
possibly till the end. The first element of L corresponds to
the cluster centroid being closest to q. A peer with more
documents in this cluster is ranked higher than a peer with
fewer documents in the very cluster. If two peers p, and
pp administer the same amount of images in the analyzed
cluster and the end of the list has not yet been reached, the
next element out of L is chosen and based on the number of
documents within the current cluster it is again tried to rank
pq before py or vice versa. As a second modification, dis-
tributed clustering is replaced in [Eisenhardt et al., 2006]
by a random selection of reference points. Overall ranking
selectivity is slightly affected, but there is no longer any
network load imposed due to distributed clustering.

We have extended the work from [Miiller et al., 2005a;
Eisenhardt et al., 2006] in several directions (cf. [Blank et
al., 2007]). First, within highly fine-grained summaries
(HFS;, with k indicating the number of reference points
used) we increased the number of reference points for com-
puting the cluster histogram, e.g. from £ = 256 to k =
8,192 or even more. By doing so, the feature space is par-
titioned in a more fine-grained way offering improved rank-
ing selectivity. Since a higher number of reference points
would lead to less space efficient summaries, we apply
compression techniques. Thus, we can achieve better rank-
ing selectivity with more space efficient resource descrip-
tions compared to the approaches in [Miiller et al., 2005a;
Eisenhardt ef al., 2006]. The average size of a peer’s sum-
mary information is approx. 110 bytes for £k = 16,384,
which is clearly less compared to other approaches in dis-
tributed CBIR (cf. Sect. 2.1) if they were applied to our
scenario directly. Second, within our approach reference
points are selected from an external source and transferred
to peers together with updates of the P2P software. This
leads to a decrease in overall network load and makes dis-
tributed selection mechanisms obsolete. Ranking selectiv-
ity is slightly affected by this change as will be shown in
Sect. 3.3.

3.1 Experimental Setup

In the experiments we use a 166-dimensional uniformly
quantized color histogram? based on the HSV color space
with 18 hues, 3 saturations and 3 values, plus 4 levels of
gray. Image feature vectors are compared using Euclidean
distance. We perform 20 runs where we change the ref-
erence points used. During a run we perform 100 queries
where we randomly select a query image from the under-
lying collection. The set of queries stays constant over all
runs. By analyzing the number of peers which are con-
tacted on average in order to retrieve the 20 closest feature

2 http:/fwww.gnu.org/software/gift/, last visit: 5.7.2010
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Figure 3: Distribution of peer sizes.

vectors w.r.t. a given query feature vector we assume that
the most similar images are the ones the user is interested
in. We crawled a collection of 233,827 Flickr images.
They are assigned to peers based on the Flickr user ID in
order to reflect a realistic scenario. Hence, we assume that
every Flickr user operates a peer of its own. The images
are mapped to 10,601 peers/users which are used in our
simulation. Fig. 3 shows the distribution of peer sizes, i.e.
the number of images which are maintained per peer. The
general characteristic is typical for P2P file sharing applica-
tions with few peers managing large amounts of the images
and many peers administering only few images [Saroiu er
al., 2002].

3.2 Using UFS for CBIR

When summarizing geographic footprints, binary his-
tograms (so called UFSy: ultra fine-grained summaries)
outperformed HFSy, (cf. [Blank and Henrich, 2010]). In
contrast to HFS, UFS are based on a bit vector with the bit
at position j indicating if centroid j is the closest centroid
to one or more of a peer’s image feature vectors. Hence,
we obtain a bit vector of size k. Of course, there is some
loss of information when switching from HFS to UFS with
k staying constant. However, UFS have the potential of
resulting in more space efficient resource descriptions. Po-
tentially, this allows for more centroids being used which
might result in similar or even improved ranking selectiv-
ity compared to HFS. In the following we will thus evaluate
the use of UFS in the context of high-dimensional feature
vectors for CBIR.

3.3 Analysis of Ranking Selectivity

Reference points for summary creation and peer ranking
are chosen from the underlying collection (UFS/HFS) or
a second collection of 45,931 Flickr images (UFSe/HFSe
with “e” indicating the use of an external collection for the
reference points). It is important to note that both collec-
tions are disjoint w.r.t. the unique Flickr image and user
IDs, but there is some minor natural overlap amongst col-
lections w.r.t. image content; 24 of the 233, 827 images also
appear in the external collection, because some images are
uploaded by multiple users independently on Flickr.

Fig. 4 shows the number of peers which are contacted
on average in order to retrieve the 20 closest feature vec-
tors w.r.t. a given query feature vector. Ranking selectivity
increases degressively with increasing k. There is a gap
in ranking selectivity when choosing the reference points
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Figure 4: Fraction of peers contacted to retrieve top-20 im-
age feature vectors (ranking selectivity).

from an external collection (HFSe compared to HFS and
UFSe compared to UFS). The gap increases with increas-
ing k. For UFS/HFS, with increasing k also the probabil-
ity of choosing a centroid which is used also as a query
feature vector increases. Such situations might lead to im-
proved ranking selectivity, since queries are randomly cho-
sen from the underlying data collection. The evaluation of
other sources of feature vectors as queries will be part of
future work. Fig. 4 additionally shows slightly improved
ranking selectivity for HFS(e)256 compared to UFS(e)256
respectively?, which is due to the use of non-binary his-
togram information during peer ranking within HFS(e). In
general, this gap more and more diminishes when increas-
ing the number of centroids used since HFS(e) histograms
more and more pass into binary histograms. Already for
HFS1,024 compared to UFS; 24 and HFSe; 924 compared
to UFSe;q 24 there is no noticeable difference in ranking
selectivity at all.

3.4 Analysis of Summary Sizes

The size of the resource descriptions after zipping is an-
alyzed in Fig. 5 and Fig. 6. Fig. 5 shows average sum-
mary sizes s,,y When using UFSe instead of HFSe. The
plot for UFS and HFS shows similar characteristics. In ad-
dition, Fig. 6 visualizes the different quartiles and mini-
mum/maximum values of the summary sizes in a box plot.
It shows that the median in case of HFSe is bigger com-
pared to UFSe. Interquartile ranges of HFSe and UFSe be-
come more and more similar when increasing % although
the overall range of HFSe summary sizes is greater than the
range of summary sizes in case of UFSe. All distributions
of summary sizes are positively skew indicating many peers
with small summary sizes and few peers with big summary
sizes. Thus, the distribution of peer sizes (cf. Fig. 3) is re-
flected in the distribution of summary sizes (cf. Fig. 6).
One might think of a hybrid peer ranking scheme e.g.
using HFSe for the smaller peers (i.e. peers with few docu-
ments) and UFSe for the bigger peers (i.e. peers with many
documents) in order to reduce network load imposed by ru-
mor spreading. The cost of one round of rumor spreading
can be estimated by Sy - 1 - (n — 1) with n being the
number of peers in a PlanetP-like network. Hence, the cost

3 HFS(e)y, is used as an abbreviation for “HFS;, and HFSe;”. The
same notation is also adopted for UFS throughout the paper. In
a similar way, HFS/UFS also abbreviates “HFS and UFS”.
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Figure 5: Avg. summary sizes (zipped).
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Figure 6: Box plot of summary sizes.

is proportional to s4,4. Since an increase in ranking se-
lectivity can be perceived only for small values of k£ when
switching from HFS(e) to UFS(e) respectively (cf. Fig. 4),
the UFS(e) alternative can be safely chosen for all peers in
the network in case of big values of k. If there are big-
ger differences in ranking selectivity amongst competing
resource description and peer ranking schemes, the cost for
query processing has to be additionally taken into account.
A more detailed analysis can be found in [Blank and Hen-
rich, 20101.

3.5 Analysis of Time Complexity

In general, it is important that peer ranking can be done
within a reasonable amount of time. As described above,
ranking peers mainly means sorting k-dimensional num-
bers where the importance of the single dimensions is de-
fined by the list L which contains the reference points
sorted according to their distance to the query feature vec-
tor. In a first run the peers are sorted w.r.t. the dimension
representing the closest reference point. Of course, this
sorting can be done in O(n - logn) where n stands for the
number of peers in the considered PlanetP network. In a
worst case scenario all peers would be identical in the num-
ber of media items maintained in each of the k clusters end-
ing up in a complexity of O(k - n - logn). Thus, the worst
case complexity for calculating a peer ranking depends on
k which of course is disadvantageous for HFS(e)/UFS(e)
with high values of k.
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Figure 7: Fraction of peers contacted for retrieving top-20
images with UFS(e)(256) vs. UFS(e) (ranking selectivity).

In order to test whether this worst case scenario has
practical implications, we compared the original approach
considering the clusters to the end, if necessary, with a
modified variant using at most the 256 clusters closest
to the query. If no decision is possible after consider-
ing the histogram values for these 256 clusters, a random
choice is made. In the following UFS(e);(256) will denote
the modified approach considering k& centroids for sum-
mary creation while at most only applying the 256 clos-
est centroids w.r.t. the query feature vector for peer rank-
ing. Results can be seen in Fig. 7. There is no notice-
able difference in ranking selectivity for UFS(e);, com-
pared to UFS(e);(256) respectively for summaries with up
to k = 8,192 centroids. UFS(e)i6,3s4 performs slightly
better than UFS(e)16,384(256). When increasing k, the fea-
ture space is partitioned in a more fine grained way. If
only 256 centroids are used for peer ranking, the frac-
tion of unused centroids which potentially contain relevant
information increases, e.g. in case of UFS(e)16,384(256),
1— 162’%% + = 98.4% of summary information is discarded
during peer ranking.

The results in Fig. 7 demonstrate two things. First, obvi-
ously very few of the k histogram bins are usually consid-
ered for peer ranking. Otherwise the differences between
UFS(e) and UFS(e)(256) would have been higher. Second,
programmers anxious about worst case bounds can stop
processing after considering a certain number of histogram
bins and thus avoid the worst case of O(k - n - logn).

4 Conclusion & Outlook

In this paper we have applied and adapted binary his-
tograms which were originally designed for the summa-
rization of low-dimensional spatial data for resource de-
scription and selection based on high-dimensional CBIR
features. Compared to earlier work, summaries can be
zipped more efficiently. A huge number of reference points
(e.g. 16,384) is applied in order to generate resource de-
scriptions. We have shown that it is possible to use only
a small fraction of reference points (e.g. 256) during peer
ranking in order to speed-up query processing with only a
marginal decrease in ranking selectivity.

In future work we will try to find an adequate stopping
criterion which indicates when it is no longer beneficial to
contact further peers. This might be woven with a tech-
nique that adaptively determines the number of centroids

used for peer ranking. Additionally we will apply our re-
source descriptions in order to summarize local image fea-
tures such as SIFT.
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