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The discovery of (interesting) subgroups has a high practical relevance in all domains of science or business. For
example, consider statements such as: ”the unemployment rate is above average for young men with a low educational
level”, ”smokers with a positive family history are at a significantly higher risk for coronary heart disease”, or ”single
males living in rural areas do rarely take out a life policy”. Subgroup discovery is well suited for finding such dependencies,
i.e., discovering relations between a dependent and (several) independent variables, for inductive and explorative data
analysis tasks. This article aims to give a first idea of subgroup discovery: we introduce the discovery task and discuss
the setting and the issues concerning the search process. Then, we give an outlook on further research directions.

1 Introduction

Subgroup discovery [1, 2] is a method to identify relations
between a dependent variable (target variable) and usually
many explaining, independent variables. For example, con-
sider the subgroup described by ”smoker=true AND family
history=positive” for the target variable coronary heart dis-
ease=true. Subgroup discovery does not necessarily focus
on finding complete relations; instead partial relations, i.e.,
(small) subgroups with ”interesting” characteristics can be
sufficient. The discovered subgroup patterns must essentially
satisfy two conditions. First, they have to be interpretable
for the analyst, and second they need to be interesting ac-
cording to the criteria of the user. Interestingness is typi-
cally defined by a quality function, which can take certain
statistical or other user-defined quality criteria into account.
For example, important parameters are the difference in the
distribution of a (binary) target variable concerning the sub-
group and the general population, and the subgroup size.

The deviations of a subgroup from the performance of
the general population are usually not simply due to statisti-
cal fluctuations, but are caused by local factors. Identifying
these factors helps to understand the data in general and
thus can provide useful insights for the analyst. Therefore,
the main application areas of subgroup discovery are explo-
ration and descriptive induction.

2 The Subgroup Discovery Task

A subgroup discovery task mainly relies on the following four
properties: the target variable, the subgroup description lan-
guage, the quality function, and the search strategy.

The target variable (e.g., coronary heart disease) may be
binary, nominal or numeric. Depending on its type, there are
different analytic questions, e.g., we can search for significant
deviations of the mean of a numeric target variable. The de-
scription language specifies the individuals from the general
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population belonging to the subgroup. Subgroup description
languages can be either single-relational or multi-relational.
In the case of single-relational propositional languages a sub-
group description can be defined as follows: Let ΩA the set
of all attributes with an associated domain dom(a) of val-
ues. VA is defined as the (universal) set of attribute values
of the form (a = v), a ∈ ΩA, v ∈ dom(a).
Definition 1 (Subgroup Description). A subgroup descrip-
tion sd = {ei} is defined by the conjunction of a set of
selection expressions. These selectors ei = (ai, Vi) are se-
lections on domains of attributes, ai ∈ ΩA, Vi ⊆ dom(ai).
Ωsd denotes the set of all possible subgroup descriptions.

In our example, the subgroup ”smokers with a positive
family history are at a significantly higher risk for coronary
heart disease” is described by the selectors smoker=true
and family history=positive. The multi-relational case ex-
tends the single-relational one by including further informa-
tion about the applied relational tables, using specified links
between these.

A quality function measures the interestingness of the
subgroup mainly based on a statistical evaluation function,
e.g., the chi-squared statistical test. It is used by the search
method to rank the discovered subgroups during search. Sev-
eral quality functions were proposed, e.g., [2].
Definition 2 (Quality Function). A quality function
q : Ωsd × VA → R evaluates a subgroup description
sd ∈ Ωsd given a target variable t ∈ VA.

An exemplary quality function for binary target variables
is given by

qBT =
p− p0√

p0 · (1− p0)

√
n

√
N

N − n
,

where p is the relative frequency of the target variable in the
subgroup, p0 is the relative frequency of the target variable
in the total population, N is the size of the total population,
and n denotes the size of the subgroup.

Then, quality functions can be used to measure the char-
acteristics of the subgroups according to the analytical ques-
tions. In the simplest case, one population share is consid-
ered, but also several shares (segments) can be compared,
e.g., segmenting by sex = male vs. sex = female.
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For the subgroup search strategy an efficient search is
necessary, since the search space is exponential concerning
all the possible selectors of a subgroup description.

So, a brute-force exhaustive search strategy is often not
acceptable, if the search space cannot be sufficiently con-
strained. Therefore, non-exhaustive (heuristic) search strate-
gies provide a better tradeoff, but often cannot guarantee to
find the best solution. For subgroup discovery commonly a
beam search strategy is used because of its efficiency [2].
Beam search only expands the current subgroup hypothesis
further, if the specialization yields a better subgroup. E.g.,
Lavrac et al. [3] describe the application of the well-known
propositional rule-learner CN2 for subgroup discovery with
several adaptations for the task.

Pruning the search space is a central issue for efficient
subgroup discovery. Pruning can be accomplished, e.g., by
utilizing the support of a subgroup, or by using special fea-
tures of the quality function; for some quality functions it is
possible to derive optimistic estimate functions that are used
to estimate the best future quality of specializations of the
current subgroup [1]. The Apriori algorithm for association
rule mining has also been adapted for the subgroup discovery
task [4] using a support threshold for pruning.

3 Further Issues

The general goal of subgroup discovery is to identify a set
of high-quality subgroups. Therefore, after the brute-force
phase of discovering individual subgroups, the set of all dis-
covered subgroups needs to be refined. Criteria for selecting
a set of subgroups include aiming for a small number of sub-
groups with a low degree of overlap of the subgroups descrip-
tions and a high covering and quality of the combined set
of subgroups. One option for subgroup selection is to apply
a weighted covering approach [3] that reweights instances
already included in one subgroup: it modifies the instance
weights incrementally in order to focus future subgroups on
the not yet covered instances in a way similar to boost-
ing. Furthermore, (constraint-based) causal approaches [2]
try to build a probabilistic network with the subgroups as
nodes. Using this network, subgroups can be identified that
are causal for the target group and are not redundantly de-
pendent of other subgroups.

A further issue relates to the applied quality function
which should be formulated according to the specific analyt-
ical question. Therefore, it can include both objective and
subjective measures of interest. An example for a subjective
measure is actionability, e.g., for decision support [5]: action-
able subgroup patterns allow the decision maker to directly
perform an appropriate action.

Applying visualization techniques for subgroup mining
can help to make the search process more transparent in
a user-guided approach [6]: both the direct search for sub-
group patterns, and the selection of the final set of subgroups
can be supported using appropriate visualization techniques.
The quality of the discovered patterns is another important
issue that can be increased using background knowledge for
subgroup discovery. Background knowledge can be applied

in order to reduce the number of uninteresting patterns that
are discovered and also to constrain the search space, thus
increasing the efficiency of the search method, e.g., [7].

4 Conclusion

This article aimed to give an overview on subgroup discovery
as a quite general and pragmatic exploration approach. We
introduced and discussed the main concepts for subgroup
discovery and mentioned some further research issues.

As discussed in the recent literature [2, 5] subgroup dis-
covery or subgroup mining can be applied in order to answer
various analytical questions. To conclude, subgroup discov-
ery or subgroup mining has the potential for a wide variety
of applications and poses interesting and challenging issues
for future research.
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