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Abstract. In the last years, the main orientation of Formal Concept
Analysis (FCA) has turned from mathematics towards computer science.
This article provides a review of this new orientation and analyzes why
and how FCA and computer science attracted each other. It discusses
FCA as a knowledge representation formalism using five knowledge rep-
resentation principles provided by Davis, Shrobe, and Szolovits [15]. It
then studies how and why mathematics-based researchers got attracted
by computer science. We will argue for continuing this trend by integrat-
ing the two research areas FCA and Ontology Engineering.

1 Introduction

Formal Concept Analysis (FCA) has observed a major change of orientation in
the last years. Having been introduced as a mathematization of the concept of
‘concept’ in the early 1980ies, its main orientation has turned from mathematics
towards computer science during the last ten years: ten years ago, virtually all
FCA papers were given at mathematics conferences, while nowadays they are
given almost exclusively at conferences related to computer science. FCA is now
considered as the mathematical backbone of Conceptual Knowledge Processing
(CKP), a theory located in computer science, having as task to provide methods
and tools for human—oriented, concept—based knowledge processing. Seven years
after the first FCA papers presented at an ICCS conference, it is time to review
this trend.

In this paper, the change of orientation will be reviewed from a subjective
point of view. During his stay at the Department of Mathematics at Darm-
stadt University of Technology and at computer science groups at Blaise Pascal
University, Clermont-Ferrand, and the University of Karlsruhe, the author has
observed and also actively shaped this new orientation. It will be analyzed why
FCA became attractive as a knowledge representation method for computer sci-
ence, and why computer science became attractive for researchers working on
FCA. We start with the analysis of why FCA is a suitable knowledge represen-
tation formalism, based on the article “What is a knowledge representation?”
by R. Davis, H. Shrobe, and P. Szolovits [15].

Having analyzed the attractiveness of FCA as a knowledge representation
method for computer science, we will discuss why computer science became



attractive for researchers working on FCA; and how FCA found a new home in
computer science. The new home is Conceptual Knowledge Processing. Its aim
is to provide methods and tools for acquiring, reasoning with, and representing
knowledge, and for making it available to human communication. Currently,
two main research trends can be distinguished in CKP: Contextual Logic and
Conceptual Knowledge Discovery. We will discuss these two research trends, with
a focus on the latter.

Section 2 provides a discussion about knowledge representation with FCA
according to the principles given in [15]. In Section 3 we review the change
of orientation of FCA towards computer science. Its extension to Conceptual
Knowledge Processing and Discovery is the topic of Section 4. Section 5 concludes
the article.

2 Knowledge Representation with Formal Concept
Analysis

The convergence of FCA with computer science demands for a discussion about
their relationships. In [85,84,69,41,31,83], several aspects of this relationship
have been studied. In this paper we take up the discussion. In [15], R. Davis,
H. Shrobe, and P. Szolovits studied the question “What is a knowledge rep-
resentation?” They provided five principles a knowledge representation should
follow. We will use these principles to “characterize and make explicit the ‘spirit’
of [Formal Concept Analysis], the important set of ideas and inspirations that
lie behind [...] the concrete machinery used to implement the representation.”
[15]. According to the authors, a knowledge representation is (i) a medium of
human expression, (ii) a set of ontological commitments, (iii) a surrogate, (iv) a
fragmentary theory of intelligent reasoning, and (v) a medium for pragmatically
efficient computation.! The authors claim that these principles offer a framework
for making explicit the ‘spirit’ of a representation, and the way it emphasizes
on one or more of them characterizes the fundamental ‘mindset’ of the repre-
sentation. Each knowledge representation formalism is in some way a trade-off
between these principles. We will use these five criteria for discussing the role of

FCA as knowledge representation method.

It will turn out that the first three principles (especially the first one) have
been the driving forces for the development of FCA, while interest on the last
two principles — although not completely absent at the beginning (see for in-
stance knowledge acquisition with attribute exploration, implicational theories,
and efficient computation of concept lattices [20]) — increased during the change
of orientation of FCA towards computer science.

! Davis et al discuss these principles in the order 3-2-4-5-1. Here we reorder them to
follow more closely the historical development of FCA.



2.1 FCA as a medium of human expression

“Knowledge representations are [...] the medium of expression and communi-
cation in which we tell the machine (and perhaps one another) about the world.
[...] Knowledge representation is thus a medium of expression and communica-
tion for the use by us” [15]. In other words: “A representation is the language
in which we communicate, hence we must be able to speak it without heroic
effort”.

This observation has always been predominant for the development of theory
for and applications of FCA, as the strong emphasis on its philosophical roots
shows. When introducing FCA in [74], R. Wille’s purpose was to restructure lat-
tice theory: “Restructuring lattice theory is understood as an attempt to unfold
lattice-theoretical concepts, results, and methods in a continuous relationship
with their surroundings [...]. One basic aim is to promote better communica-
tion between lattice theorists and potential users of lattice theory” [74, pp. 447].
The program of restructuring lattice theory followed a programmatic discussion
about the role of sciences in our society by H. von Hentig [29]. Hentig requests
that the sciences “uncover their non-intended aims, declare their intended aims,
select and adjust their means according to those aims, discuss openly and un-
derstandably their justifications, expectations, and possible consequences, and
therefore disseminate their means of research and results in common language”
[29, pp. 136f; translated by the author|. As application, Wille referred to the
roots of the lattice idea, namely hierarchies of concepts, which played an im-
portant role in attempts to formalize logic [50]. Wille discusses in his visionary
article “how parts of arithmetic, structure and representation theory of lattices
may be developed out of problems and questions which occur within the analysis
of contexts and their hierarchies of concepts” [74, pp. 448].

A second philosphical foundation of FCA is the pragmatic philosophy of
Ch. S. Peirce [42], and the Theory of Communicative Action of J. Habermas [26]
(cf. [78,81]). Peirce considers knowledge as always incomplete, formed and con-
tinuously assured by human discourse. J. Habermas took up these ideas in his
Theory of Communicative Action where he emphasizes on the importance of the
inter-subjective community of communication. He observes that humans operate
in argumentative dispute on the normative basis of practical-ethical rules. Even
in scientific statements (i.e., in assertions), one tries to convince the listener
and expects agreement or counter-arguments. Hence even in these apparently
objective domains the ethical norms of equality and acceptance are thus present
(cf. [32, p.338]). Following this line of argumentation, the task for theories for-
malizing aspects of knowledge is thus to provide means for rational communica-
tion. The observation that this understanding conflicts with the widely accepted
view of mathematics as a means for mechanistic problem solving was certainly
one of the main reasons for the change of orientation of FCA towards com-
puter science, where human(—computer) interaction is considered as a research
topic on its own (although large parts of computer science also follow a rather
mechanistic view).



2.2 The ontological commitment of FCA

Knowledge Representation “is a set of ontological commitments, i.e., an answer
to the following question: In what terms should I think about the world? [...] In
selecting any representation, we are [...] making a set of decisions about how and
what to see in the world. [...] We (and our reasoning machines) need guidance
in deciding what in the world to attend to and what to ignore” [15]. Formal
Concept Analysis formalizes the concepts concept, concept extension, concept
intension, and conceptual hierarchy. We discuss this ontological commitment of
FCA along two lines: a definition of concept given in a philosophical lexicon, and
the international standard ISO 704.

Concept. A concept is the most basic unit of thought, in contrast to
judgment and conclusion, which are forms of thought composed of con-
cepts. While a judgment makes an assertion about an issue, a concept
is a notional, i.e., abstract—-mental, representation of its ‘whatness’; it
captures an object based on ‘what’ it is, without already making an asser-
tion about it. [...] For each concept one distinguishes its intension and
extension. The intension of a concept comprises all attributes thought
with it, the extension comprises all objects for which the concept can be
predicated. In general, the richer the intension of a concept is, the lesser
is its extension, and vice versa. [10, p. 39f; translated by the author]

This lexicon entry reflects a predominant understanding of concepts as being the
most basic units of thought, based on which more complex entities of thought —
i.e., judgments and conclusions — can be built. This understanding has grown
during centuries from Greek philosophy to late Scholastic and has been stated in
modern terms in the 17th century in the Logic of Port Royal [2]. It is nowadays
established in the standard ISO704 [33]. The definition of formal concepts in
FCA follows closely this understanding. It explicitly formalizes extension and
intension of a concept, their mutual relationships, and the fact that increasing
intent implies decreasing extent and vice versa. The formalization of concepts
by FCA follows thus a long philosophical tradition.

The standard ISO 704 distinguishes three levels: object level, concept level,
and representation level (see Figure 1). There is no immediate relationship be-
tween objects and names. This relationship is rather provided by concepts. On
the concept level, the objects under discussion constitute the extension of the
concept, while their shared properties constitute the intension of the concept.
On the representation level, a concept is specified by a definition and is referred
to by a name.?

While other knowledge representation formalisms like Description Logics or
Conceptual Graphs mainly focus on the representation level, the focus of FCA
is on the concept level. In fact, the definition of formal concepts follows closely

2 After a discussion of the three levels, ISO 704 provides an overview over naming and
definition principles, and provides quality criteria for them.



Representation level Name | | Definition

Concept
attribute a
attribute b
attribute ¢

Concept level

Object level

Object 1 Object 2 Object 3
property A property A property A
property B property B property B
property C property C property C
property D property E property F

Fig. 1. Object level, concept level, and representation level according to ISO 704

the description of that level in [33]: formal concepts consist of extension and
intension (only), while concept names and definitions are not within the (core)
notions of FCA. Thus FCA should not be considered as competing with the
other mechanisms, but rather as a complement. There is recent work following
this view, for instance in combining FCA with Description Logics (e. g., [3, 60,
44,47)) or with Conceptual Graphs (e.g., [80,48], see also [41]) leading to the

development of Contextual Logic (see Section 4.1).

2.3 Formal contexts and concepts as surrogates

“Knowledge Representation is most fundamentally a surrogate, a substitute for
the thing itself, used to enable an entity to determine consequences by thinking
rather than acting, i. e., by reasoning about the world rather than taking action in
it. [...] Reasoning is a process that goes on internally [of a person or program],
while most things it wishes to reason about exist only externally. [...] This
unavoidable dichotomy is a fundamental rationale and role for a representation:
it functions as a surrogate inside the reasoner” [15]. The authors emphasize that
(human or machine) reasoning cannot deal directly with objects in the world,
but only with an internal substitute: the knowledge representation.

The basic surrogates in FCA are formal contexts and concept lattices. The
notion of formal contexts follows the understanding that one can analyze and
argue only in restricted contexts, which are always subject to pre-knowledge and
social conventions [80]. In applications, the transition from reality to the formal
model (and back) is made explicit by the use of formal contexts; such that
this interface between reality and model is always open to argumentation. Also
formal concepts, being surrogates, only consider selected aspects of concepts,
excluding for instance fuzzyness, prototypical concepts, modification over time,
and so forth. In order to overcome some of the restrictions, there have been
developed extensions of the formalism, for instance allowing for fuzzy concepts
[43] or more expressive intensional descriptions of concepts [44, 47].



2.4 FCA as fragmentary theory of intelligent reasoning

Knowledge Representation “is a fragmentary theory of intelligent reasoning, ex-
pressed in terms of three components: (i) the representation’s fundamental con-
ception of intelligent reasoning; (ii) the set of inferences the representation sanc-
tions; and (iil) the set of inferences it recommends. [...] The initial conception
of a representation is typically motivated by some insight indicating how people
reason intelligently, or by some belief about what it means to reason intelli-
gently at all” [15]. The authors consider five fields which have provided notions
of what constitutes intelligent reasoning: mathematical logic (e. g., Prolog), psy-
chology (e. g., frames), biology (e. g., neural networks), statistics (e.g., bayesian
networks), and economics (e. g., rational agents).

As other knowledge representation formalisms, FCA is opposed to the logistic
belief that reasoning intelligently necessarily means reasoning in the fashion de-
fined by first-order logic. The roots of FCA are best described in a philosophical
view (which is close to what Davis et al describe as “psychological view”). It em-
phasizes on inter-subjective communication and argumentation, as discussed in
Section 2.1. Thus — in contrast to other formalisms — FCA as such (i. e., with-
out its extension to CKP, especially to Contextual Logic) refers the reasoning to
the human user who is able to involve common sense, social conventions, views,
and purposes. One of the foremost aims of FCA has always been to support
human thinking, communication, and argumentation rather than mechanizing
it. In [77,81], Wille discusses the diversity in which intelligent reasoning sup-
ported by FCA takes place through sets of real-world applications. FCA in its
basic form focuses on reasoning with concepts; its extension to Contextual Logic
also provides a theory for reasoning about and with judgments and conclusions,
including thus the triad concept—judgment—conclusion of classical philosophical
logic (see Section 4.1). Reasoning with concepts comprises for instance implica-
tional theories [20,73,67], clauses [24], and hypothesis generation [21].

2.5 Efficient computation within FCA

Knowledge Representation “is a medium for pragmatically efficient computation,
i.e., the computational environment in which thinking is accomplished. One con-
tribution to this pragmatic efficiency is supplied by the guidance a representation
provides for organizing information so as to facilitate making the recommended
inferences” [15]. Davis et al stress the importance of having a description of a
useful way to organize information which allows for suggesting reasoning mech-
anisms and for facilitating their execution. Even though automatic reasoning is
less in the heart of FCA as it is in most other knowledge representation for-
malisms, the question how to organize information is important for supporting
human reasoning.

In FCA, information is organized in lattices. Lattices provide a clear structure
for knowledge representation, which most fundamentally comprises a partial or-
der. Unlike other partial orders (e. g., trees), they allow for multiple inheritance,
which often supports a more structured representation and facilitates retrieval



of the stored information. Additionally, knowledge representation in lattices is
equivalent to apparently unrelated representations such as implications and clo-
sure operators. This allows to transfer knowledge into multiple formats each of
which is best fit to the actual task. Last but not least, (concept) lattices are
equipped with an algebraic structure (stemming from the existence of unique
greatest common sub- and least common super-concepts, similar to greatest
common divisors and least common multiples for natural numbers) which allows
for computation within the lattice structure. As mentioned in Section 2.2, most
concept lattice constructions and decompositions have as counterpart a context
construction. As formal contexts are only ‘logarithmic in size’ compared to the
concept lattice, they can be seen as a medium of efficient computation.

One can thus exploit the wealth of results of lattice theory for efficient com-
putation. For instance, properties of closure systems are used for computing the
concept lattice (e.g., [20,68]) and valid implications (e. g., [20]); and lattice con-
structions are used for the efficient visualization by nested line diagrams (e. g.,
[76,59]). Results from lattice theory have also been exploited for data mining
tasks, for instance for conceptual clustering (e.g., [57,40,68]), and for associ-
ation rule mining (e.g., [67]). There is still a huge open scientific potential in
bringing together structural-mathematical aspects (here especially from FCA)
and procedural-computational aspects from computer science.

Having discussed the attractiveness of FCA as a knowledge representation
method for computer science, we will study in the next section why and how
mathematics-based FCA researchers got attracted by computer science.

3 Off to New Shores

As concepts are the most basic units of thought, it is not surprising that they
became important building blocks in Artificial Intelligence (AI) research. Their
appearance is prevailing in Knowledge Representation (e.g., in semantic net-
works, conceptual graphs, description logics), but they also appear for instance
in Machine Learning (e. g., in conceptual clustering, concept learning). All these
approaches focus on other aspects of concepts, leading to different formalizations.

Formal Concept Analysis arose independently of the formalisms mentioned
above. Integrating several ideas from quite different domains (e. g., [7,4, 29, 16]),
FCA was introduced in 1979 by R. Wille as a mathematical theory, in order
to “restructure lattice theory”, following Hentig’s restructuring program (see
Section 2.1). A consequence of the aim of restructuring lattice theory was that
research in the early time of FCA (1980ies and early 1990ies) mainly fell into
three categories: i) lattice theory (e.g., lattice constructions and decompositions
[75]), ii) qualitative data analysis (e.g., a generalized measurement theory [22]),
and i7i) applications (e.g., the analysis of surveys [36]). Of course, algorithms
for computing concept lattices also were an important topic (see for instance
120]).

Until the beginning of the 1990ies, the development in Al and in FCA went on
almost independently. By then, the mutual perception increased. For instance,



FCA researchers got in contact with the knowledge acquisition community, and
AT researchers integrated FCA in their approaches (e. g., [12]). As discussed in
the previous section, FCA became attractive as an AT knowledge representation,
and (as we will see below), mathematicians working on FCA got interested in
AT research topics. This convergence led to the aim to establish Conceptual
Knowledge Processing as an extension of FCA (see next section). In 1993, the
ERNSTSCHRODERCENTER FOR CONCEPTUAL KNOWLEDGE PROCESSING® was
founded in Darmstadt to support and accompany this development. Just a year
later, NAvICON GmbH* was founded, a spin-off of Darmstadt University of
Technology offering consulting based on FCA methods and tools.

The convergence of FCA with computer science research increased signif-
icantly by the series of International Conferences on Conceptual Structures
(ICCS), where FCA became a topic in 1995 [37,58]. This conference series es-
pecially stimulated the development of Contextual Logic [79] (see Section 4.1).
From 1998 on, the use of FCA for Knowledge Discovery was discussed [69], and
FCA was applied for improving the efficiency of data mining algorithms [5]. To-
day, FCA is not only considered within AI, but also in other computer science
domains, as for instance in software engineering (e.g., [52]) or database theory
(e.g., [51]). FCA papers are nowadays almost exclusively presented at computer
science conferences and in computer science journals. The foundation of the Re-
search Center for Conceptual Knowledge Processing (FZBW)5 at Darmstadt
University of Technology in November 2000 also witnesses the continuous inter-
est in this research topic.

One reason for the change of orientation of FCA (and CKP) towards com-
puter science is certainly that, in the eyes of the mathematical community, lattice
theory is an almost closed research area, where almost all important problems
have been solved. Further open problems, for instance the development of good
lattice drawing algorithms, are not considered as genuine mathematical problems
by the majority of the mathematicians.

A more important reason for the change of orientation is the fact, that com-
puter science is — perhaps because it is still a young discipline — in general
much more open-minded to discussions such as Hentig’s restructuring program
than mathematics is. The relationship and the interaction between user and
computer is a research domain in computer science for its own sake, and, more
important still, expectations and possible consequences of computer science are
discussed in public.

What are future directions of Formal Concept Analysis? We conclude this
section by relating Conceptual Knowledge Processing with the growing research
area of Ontology Engineering (see for instance [39]). We believe that nowadays
FCA and (parts of) AI are closer together as they sometimes seem to be. This
holds especially for the consideration of the importance of the principle of knowl-
edge representation as a medium of human expression. Partly the remaining

® www.mathematik.tu-darmstadt.de/ags/esz/
4 www.navicon.de
5 www.fzbw.tu-darmstadt.de



difference is due only to the different language they (still) speak. In fact, the im-
portance of this principle has increasingly been discussed in the AT community
in the past few years.

Interestingly, Ontology Engineering (independently) follows a trend which
also served as basis for FCA. The point is that, according to J. Habermas, on-
tology, stemming from the tradition of Greek metaphysics, is constrained to a
specific relationship to the world, namely the cognitive relationship to the ex-
isting world. It does not consider the subjective nor the social world. A concept
corresponding to ‘ontology’, which includes the relationship to the subjective
and social world, as well as to the existing world, was absent in philosophy.
This observation was encountered in different ways. Habermas developed his
Theory of Communicative Action [26] in order to provide such a concept (see
Section 2.1). Habermas’ theory had strong influence on the way FCA was de-
veloped. Computer scientists, on the other hand, extended the definition of the
concept ‘ontology’ — and adapted it in a straightforward manner directly to
their own purposes (which led to many controversies with philosophers). Most
popular in computer science is nowadays the definition of T. Gruber, who con-
siders ontologies as “formal, explicit specification of a shared conceptualization”
[25]. A ‘conceptualization’ refers to an abstract model of some phenomenon in
the world by identifying the relevant concept of that phenomenon. ‘Explicit’
means that the types of concepts used and the constraints on their use are ex-
plicitly defined. ‘Formal’ refers to the fact that the ontology should be machine
understandable (which excludes for instance natural language). ‘Shared’ reflects
the notion that an ontology captures consensual knowledge, that is, it is not
private to some individual, but accepted by a group.

In practice, the two approaches are not far from each other. Both FCA and
Ontology Engineering emphasize the importance of an inter-subjective agree-
ment about the conceptualization, and both claim the need of a formal spec-
ification of the model. The main difference is that, in terms of ISO 704 (see
Section 2.2), FCA works mainly on the concept level, while Ontology Engineer-
ing works mainly on the representation level. I.e., FCA considers extensional
and intensional aspects as equal, while Ontology Engineering emphasizes on the
intensional part. As already argued in Section 2.2, these views should be under-
stood as complementary rather than competitive. We suggest thus to integrate
Formal Concept Analysis and Ontology Engineering in one unified framework.
Establishing this framework and working on its details are interesting topics for
future research.

4 Conceptual Knowledge Discovery and Processing

In this section, we present Conceptual Knowledge Processing (CKP) which arose
as an extension of FCA taking into account more explicitly Davis et al’s fourth
and fifth principles; and argue why it is a reasonable choice for a framework
unifying FCA and Ontology Engineering.



4.1 Conceptual Knowledge Processing

Conceptual Knowledge Processing (CKP) has as its overall aim supporting hu-
man communication and argumentation to establish inter-subjectively assured
knowledge. As a computer science theory, the task of CKP is thus to provide
concept—based methods and tools for acquiring, representing, and reasoning with
knowledge, and for making it available for communication purposes. We analyze
how FCA (with its recent extensions) fulfills this task and how it can be comple-
mented by Ontology Engineering in the aim of supporting Conceptual Knowl-
edge Processing. We consider the following four categories of knowledge process-
ing: knowledge acquisition, knowledge representation, knowledge inference, and
knowledge communication [38]. We will focus on technical aspects; a reflection
of the philosophical foundations of CKP can be found in [78] and [81].

Knowledge Acquisition. Knowledge Acquisition techniques (in the broader
sense) can roughly be categorized in two classes: those which aim at acquiring
knowledge from humans (i. e., knowledge acquisition in the narrower sense), and
those which acquire knowledge out of some data (e. g., documents) in which the
knowledge is encoded. As we will argue below, we do not see the two classes
far from each other. The latter class is subject of the research domains Machine
Learning and (more recently) Knowledge Discovery. This paper has a certain
focus on the second class, and therefore devotes the entire next subsection to it.
There we analyze the roles of Conceptual Knowledge Discovery and of Ontology
Learning,.

As for the techniques for knowledge acquisition from humans, the most promi-
nent representative within FCA is B. Ganter’s Attribute Exploration [20] (see also
[23]). It addresses the problem of a context where the object set is not completely
known a priori, or too large to be completely listed. In an interactive, iterative
approach, the user has either to accept a suggested implication between the at-
tributes (i.e., she excludes potential objects) or to provide a counter-example
(i.e., she provides a (typical) object) until the concept lattice is completely de-
termined. Concept Exploration extends this approach to situations where both
the object set and the attribute set of the context are not completely known a
priori or too large [35,62]. An overview over interactive knowledge acquisition
techniques based on FCA can be found in [61]. Also more informal knowledge
acquisition settings within FCA aim at the specification of the formal context.
In a typical data analysis scenario, the first step is to establish a formal context
in cooperation with the user(s). Based on the insights gained by the resulting
concept lattice, the context can be refined and modified in subsequent feedback
loops.

Ontology Engineering in its turn even has its roots in the Knowledge Ac-
quisition community. From there, it brings along methodologies for knowledge
acquisition, as for instance Common-KADS [49], which is currently instanti-
ated for ontologies in the OTK ontology development framework [55]. Recent
knowledge acquisition approaches within Ontology Engineering can be classified
in two groups: ontology learning and instance learning (information extraction).



The first deals with learning the ontology itself (i.e., the intensional aspect) [39],
and the second with learning the assignment of instances to the concepts and
relations (i.e., the extensional aspect) [27].

Like FCA, Ontology Engineering emphasizes on the importance of agree-
ing among the domain experts on a shared understanding of the domain. One
difference is that most of the Ontology Engineering approaches base the interac-
tive knowledge acquisition process on heuristics which allow for more flexibility
than FCA approaches. In general one can conclude that Ontology Engineering
provides more comprehensive support for the more informal aspects of knowl-
edge acquisition and complements thus well with the more structure-oriented
techniques of FCA which come along with stronger semantics.

Knowledge Representation. Knowledge representation with FCA has al-
ready been the overall theme of Section 2. Here we focus on its relationship to
Ontology Engineering.

The choice of the formalism for representing an ontology directly influences
the methods and tools to be applied; there is no language—neutral Ontology
Engineering. Ontologies are described in different formalisms (e. g., description
logics, conceptual graphs, frame logic), depending on the task to be solved (and
on the history of the researcher working on it). As argued in Section 2.2, these
formalisms complement well with FCA, and first steps have been made to set
up links between the underlying theories. These links have to be strengthened
and are to be exploited for establishing a comprehensive Conceptual Knowledge
Processing environment. From the FCA perspective, this means to extend the
scope from strongly structured to semi—structured and even unstructured data,
allowing to tackle more complex tasks as, for instance, in the Semantic Web.

Knowledge Inference. The second important thread in CKP is today, beside
Conceptual Knowledge Discovery, the development of Conteztual Logic [79,82].
Contextual Logic aims at restructuring mathematical logic, following Hentig’s
restructuring program, in order to overcome deficiencies of predicate logic for
knowledge representation [46]. It is based on the elementary doctrines of con-
cepts, judgments, and conclusions as discussed in classical philosophical logic. In
this framework, FCA is considered as a theory for concepts, while Conceptual
Graphs are building blocks for a theory for judgments and conclusions. Due to
space restrictions, Contextual Logic will not be presented in detail in this paper.
The interested reader is referred to [79, 80,45, 46, 82].

Davis et al suggest to analyze two sets of inferences for a given knowledge
representation: the set of inferences the representation sanctions, and the set
of inferences it recommends. As known from other mathematics—based logics,
Contextual Logic currently provides a sound and complete set of inferences, i. e.,
a set of inferences the representation sanctions. The choice of the inferences to
be applied is left to the user; Contextual Logic aims to support the user in this
task by providing graphical user interfaces [18].



Ontology Engineering tools in general make use of sanctioned inferences,
too, for instance for checking the consistency of the ontology, and for deriving
knowledge which is not explicitly encoded. As there is no language-neutral rep-
resentation of an ontology, each Ontology Engineering tool has to provide an
implementation of an inference mechanism applicable to the language it uses.
Additionally to the set of sanctioned inferences, Ontology Engineering tools often
make extensive use of heuristics, which can be seen as implementations of sets of
recommended inferences. A tighter interweaving of heuristics—based approaches
with FCA and Contextual Logic is an interesting topic for future research.

Knowledge Communication. For Formal Concept Analysis, the importance
of knowledge communication has already been discussed in Section 2.1. This
aspect has been the driving force for the development of several tools, e.g.,
Conlmp [11], GALOIS [12], the management system TOSCANA for Conceptual
Information Systems [72] with various extentions (e.g., [70,65,18,30,71]) and
the analysis tool CERNATOS.

Ontologies also have as primary focus the support of human (and human-
computer) communication. They are applied for instance for community building
[53], for knowledge management [1,55], and in the Semantic Web [6]. The Seman-
tic Web aims at providing automated Web services based on formal knowledge
representations. In this scenario, ontologies are used for instance in semantics—
based portals [56, 54,34] and for the communication of (software) agents [28].

Systems like the RFCA system for browsing rental advertisements on the
WWW [13] or the Conceptual Email Manager [14] are first prototypes integrating
both FCA and ontologies. The next step will be to establish interfaces between
the two research and software projects ‘Tockit — Framework for Conceptual
Knowledge Processing’” and ‘KAON — Karlsruhe Ontology and Semantic Web
Tool Suite’® in order to obtain a large, stable platform for future developments.

4.2 Conceptual Knowledge Discovery

The aim of Knowledge Discovery in Databases (KDD) is to support human an-
alysts in the overall process of discovering valid, implicit, potentially useful and
ultimately understandable information in databases. The volume “Advances in
Knowledge Discovery and Data Mining” [19] emphasizes that this iterative and
interactive process between a human and a database may strongly involve back-
ground knowledge of the analyzing domain expert.® In particular, R. S. Brach-
man and T. Anand [8] argue in favor of a more human-centered approach to

¢ http://www.navicon.de/deutsch /sit_f.htm

" http://tockit.sourceforge.net /

8 http://kaon.semanticweb.org/

® Following [19], we understand KDD as the overall discovering process; while data
mining is considered as one step of KDD, namely the application of algorithms for
extracting patterns from the data.



knowledge discovery (“data archeology”, [9]) referring to the constitutive char-
acter of human interpretation for the discovery of knowledge and stressing the
complex, interactive process of KDD as being led by human thought. Follow-
ing Brachman and Anand, Conceptual Knowledge Discovery (CKDD) pursues a
human-centered approach to KDD based on a comprehensive notion of knowl-
edge as a part of human thought and argumentation [69,31]. This view leads
to a modified definition of what knowledge discovery is: we understand (concep-
tual) knowledge discovery as “information discovery combined with knowledge
creation where the combination is given by turning discovered information into
created knowledge” [83]. A more detailed discussion of this understanding along
a list of requirements for knowledge discovery environments provided in [8] can
be found in [69]. CKDD applications are presented in [63,64,31,67,68,17].

The human—centered approach of CKDD indicates the need to distribute
the work between data mining algorithms on the one hand and the user on
the other hand. Ontology Learning, the knowledge discovery part of Ontology
Engineering, also follows this paradigm: A. Médche considers the process of
Ontology Learning as a semi-automatic process with human intervention, since
completely automatic knowledge acquisition is an unrealistic vision (today) [39,
p.52]. The approach allows the integration of a multitude of disciplines (e.g.,
machine learning, natural language processing, human—computer interaction)
in order to facilitate the semi—automatic construction of ontologies. Instance
learning, as discussed in the previous subsection, is today more based on user-
centered, interactive techniques (that is why we discussed it under the heading
‘knowledge acquisition’ above, and not here). However, we expect that instance
learning will make a more extensive use of data mining techniques in the near
future.

As discussed above, we want to integrate Ontology Engineering into Concep-
tual Knowledge Processing. For Conceptual Knowledge Discovery, this means
that Ontology Learning, Instance Learning, and FCA-based knowledge discov-
ery should be brought together. Our vision for future research is to interweave
these approaches, and to apply them for concept-based knowledge discovery.
This is especially promising in the upcoming Semantic Web, where first steps
towards Semantic Web Mining have been done [66].

5 Outlook

In this paper, we have discussed the turn of FCA towards computer science. We
have analyzed why FCA is considered as a knowledge representation method
within computer science, and how and why mathematics—based FCA researchers
became attracted by computer science. We presented Conceptual Knowledge
Processing and Conceptual Knowledge Discovery as steps in that development,
and argued for a future integration with Ontology Engineering. We strongly be-
lieve that there remains a huge scientific potential in the exploitation of bringing
together mathematical-structural results (especially from FCA) and procedural
aspects, which will further enhance the state of the art in computer science.
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