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Abstract. Exploratory analysis of ubiquitous data and social media includes re-
sources created by humans as well as those generated by sensor devices. This
paper reviews recent advances concerning according approaches and methods,
and provides additional review and discussion. Specifically, we focus on ex-
ploratory pattern analytics implemented using subgroup discovery and excep-
tional model mining methods, and put these into context. We summarize recent
work on description-oriented community detection, spatio-semantic analysis us-
ing local exceptionality detection, and class association rule mining for activity
recognition. Furthermore, we discuss results and implications.

1 Introduction

In ubiquitous and social environments, a variety of heterogenous data is generated,
e. g., by sensors and social media, cf. [3]. For obtaining first insights into the data,
description-oriented exploratory data mining approaches can then be applied.

Subgroup discovery [2,8,50,87,88] is such an exploratory approach for discovering
interesting subgroups – as an instance of local pattern detection [52, 67, 68]. The inter-
estingness is usually defined by a certain property of interesting formalized by a quality
function. In the simplest case, a binary target variable is considered, where the share in
a subgroup can be compared to the share in the dataset in order to detect (exceptional)
deviations. More complex target concepts consider sets of target variables. In particular,
exceptional model mining [8,55] focuses on more complex quality functions, consider-
ing complex target models, e. g., given by regression models or Bayesian networks with
a deviating behavior for certain subgroups, cf. [37,38]. In the context of ubiquitous data
and social media [3–5], interesting target concepts are given, e. g., by densely connected
graph structures (communities) [17], exceptional spatio-semantic distributions [24], or
class association rules [18].

This paper summarizes recent work on community detection, behavior character-
ization and spatio-temporal analysis using subgroup discovery and exceptional model
mining. We start with the introduction of necessary foundational concepts in Section 2.
After that, Section 3 provides a compact overview of recent scientific advances summa-
rizing our recent work [4, 6, 7, 17, 21, 24]. Furthermore, we describe exemplary results,
and conclude with a discussion of implications and future directions in Section 4.



2 Background

Below, we first introduce some basic notation. After that, we provide a brief summary
of basic concepts with respect to subgroup discovery

2.1 Basic Notation

Formally, a database D = (I, A) is given by a set of individuals I and a set of attributes
A. A selector or basic pattern selai=vj is a Boolean function I → {0, 1} that is true if
the value of attribute ai ∈ A is equal to vj for the respective individual. The set of all
basic patterns is denoted by S.

For a numeric attribute anum selectors selanum∈[minj ;maxj ] can be defined analo-
gously for each interval [minj ;maxj ] in the domain of anum. The Boolean function
is then set to true if the value of attribute anum is within the respective range.

2.2 Patterns and Subgroups

Basic elements used in subgroup discovery are patterns and subgroups. Intuitively, a
pattern describes a subgroup, i. e., the subgroup consists of instances that are covered
by the respective pattern. It is easy to see, that a pattern describes a fixed set of instances
(subgroup), while a subgroup can also be described by a set of patterns, if there are
different options for covering the subgroup’ instances. In the following, we define these
concepts more formally.

Definition 1. A subgroup description or (complex) pattern sd is given by a set of basic
patterns sd = {sel1, . . . , sell} , where sel i ∈ S, which is interpreted as a conjunction,
i.e., sd(I) = sel1 ∧ . . . ∧ sel l, with length(sd) = l.

Without loss of generality, we focus on a conjunctive pattern language using nom-
inal attribute–value pairs as defined above in this paper; internal disjunctions can also
be generated by appropriate attribute–value construction methods, if necessary. We call
a pattern sd ′ a superpattern (or refinement) of a subpattern sd , iff sd ⊂ sd ′.

Definition 2. A subgroup (extension)

sgsd := ext(sd) := {i ∈ I|sd(i) = true}

is the set of all individuals which are covered by the pattern sd .

As search space for subgroup discovery the set of all possible patterns 2S is used,
that is, all combinations of the basic patterns contained in S. Then, appropriate efficient
algorithms, e. g., [19, 27, 58] can be applied.



2.3 Interestingness of a Pattern

A large number of quality functions has been proposed in literature, cf.. [41] for esti-
mating the interestingness of a pattern – selected according to the analysis task.

Definition 3. A quality function q : 2S → R maps every pattern in the search space
to a real number that reflects the interestingness of a pattern (or the extension of the
pattern, respectively).

Many quality functions for a single target concept (e. g., binary [8, 50] or numeri-
cal [8, 56]), trade-off the size n = |ext(sd)| of a subgroup and the deviation tsd − t0,
where tsd is the average value of a given target concept in the subgroup identified by
the pattern sd and t0 the average value of the target concept in the general population.
In the binary case, the averages relate to the share of the target concept. Thus, typical
quality functions are of the form

qa(sd) = na · (tsd − t0), a ∈ [0; 1] . (1)

For binary target concepts, this includes, for example, the weighted relative accuracy
for the size parameter a = 1 or a simplified binomial function, for a = 0.5. Multi-target
concepts, e. g., [24,51,88] that define a target concept captured by a set of variables can
be defined similarly, e. g., by extending an univariate statistical test to the multivari-
ate case, e. g., [24]: Then, the multivariate distributions of a subgroup and the general
population are compared in order to identify interesting (and exceptional) patterns.

While a quality function provides a ranking of the discovered subgroup patterns,
often also a statistical assessment of the patterns is useful in data exploration. Qual-
ity functions that directly apply a statistical test, for example, the Chi-Square quality
function, e. g., [8] provide a p-Value for simple interpretation. However, the Chi-Square
quality function estimates deviations in two directions. An alternative, which can also
be directly mapped to a p-Value is given by the adjusted residual quality function qr,
since the values of qr follow a large standard normal distribution, cf. [1]:

qr = n(p− p0) ·
1√

np0(1− p0)(1− n
N )

(2)

The result of top-k subgroup discovery is the set of the k patterns sd1, . . . , sdk ,
where sd i ∈ 2S with the highest interestingness according to the applied quality func-
tion. A subgroup discovery task can now be specified by the 5-tuple: (D , c, S, q, k) ,
where c indicates the target concept; the search space 2S is defined by set of basic pat-
terns S. In addition, we can consider constraints with respect to the complexity of the
patterns. We can restrict the length l of the descriptions to a certain maximal value, e. g.,
with length l = 1 we only consider subgroup descriptions containing one selector, etc.

For several quality functions optimistic estimates [8, 19, 43, 56] can be applied for
determining upper quality bounds: Consider the search for the k best subgroups: If
it can be proven, that no subset of the currently investigated hypothesis is interesting
enough to be included in the result set of k subgroups, then we can skip the evaluation
of any subsets of this hypothesis, but can still guarantee the optimality of the result.
More formally, an optimistic estimate oe(q) of a quality function q is a function such
that p ⊆ p′ → oe(q(p)) ≥ q(p′), i. e., such that no refinement p′ of the pattern p can
exceed the quality obtained by oe(q(p)).



3 Methods

With the rise of ubiquitous and mobile devices, social software and social media, a
wealth of user-generated data is being created covering the according interactions in
the respective systems an environments. In the following, we focus on social media
and ubiquitous data: We adopt an intuitive definition of social media, regarding it as
online systems and services in the ubiquitous web, which create and provide social data
generated by human interaction and communication, cf. [4, 7].

In this context, exploratory analytics provides the means to get insights into a num-
ber of exemplary analysis options, e. g., focusing on social behavior in mobile social
networks. In the context of ubiquitous and social enviroments, exploratory data analy-
sis is therefore a rather important approach, e. g., for getting first insights into the data:
Here, subgroup discovery and exceptional model mining are prominent methods that
can be configured and adapted to various analytical tasks. As outlined above, subgroup
discovery [2,8,50,87,88] has been established as a general and broadly applicable tech-
nique for descriptive and exploratory data mining: It aims at identifying descriptions of
subsets of a dataset that show an interesting behavior with respect to certain interesting-
ness criteria, formalized by a quality function. Standard subgroup discovery approaches
commonly focus on a single target concept as the property of interest [87], that can al-
ready be applied for common analytical questions like deviations of some parameters.
Furthermore, since the quality function framework also enables multi-target concepts,
e. g., [8, 24, 51, 88] these enable even more powerful approaches for data analytics.

Figure 1 shows an overview on methods adapted and extended to the specific ana-
lytical tasks in the context of social media and ubiquitous data. Below, we discuss these
in more detail, summarizing our recent work [17, 18, 24].
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Fig. 1. Overview on the applied subgroup discovery and exceptional model mining approaches:
We focus on the exploratory mining and analysis of social interaction in ubiquitous data and social
media, tackling communities, human activities and behavior, and spatial-temporal characteristics,
e. g., relating to events.



3.1 Description-Oriented Community Detection using Subgroup Discovery

Important inherent structures in ubiquitous and social environments are given by com-
munities, cf. [72, 86]. Typically, these are seen as certain subsets of nodes of a graph
with a dense structure. Classic community detection, e. g., [39] for a survey, just iden-
tifies subgroups of nodes with a dense structure, lacking an interpretable description.
That is, no concise nor easily interpretable community description is provided.

In [17], we focus on description-oriented community detection using subgroup dis-
covery. For providing both structurally valid and interpretable communities we utilize
the graph structure as well as additional descriptive features of the graph’s nodes. Us-
ing additional descriptive features of the nodes contained in the network, we approach
the task of identifying communities as sets of nodes together with a description, i. e.,
a logical formula on the values of the nodes’ descriptive features. Such a community
pattern then provides an intuitive description of the community, e. g., by an easily inter-
pretable conjunction of attribute-value pairs. Basically, we aim at identifying communi-
ties according to standard community quality measures, while providing characteristic
descriptions at the same time.

As a simple example, we can consider a friendship graph common in online so-
cial systems. In the social bookmarking system BibSonomy1 [35], for example, users
can declare their friendship toward other users. This results in a directed graph, where
nodes are denoted by users, and edges denote the friendship relations. Furthermore, in
BibSonomy each user can tag resources like publications and web pages, i. e., assign a
set of descriptive tags to certain resources. Then, the set of tags of a user can be consid-
ered as a description of that user’s interests. Thus, the description-oriented community
detection task in this context is to find user groups, where users are well connected
given the friendship link structure, and also share a set of tags, as common features.
Description-oriented community detection thus both needs to mine the graph-space and
the description-space in an efficient way. In the following, we summarize the approach
presented in [17], outlining the COMODO algorithm for fast description-oriented com-
munity detection, and present exemplary results.

Overview The COMODO algorithm for description-oriented community detection
aims at discovering the top-k communities (described by community patterns) with
respect to a number of standard community evaluation functions. The method is based
on a generalized subgroup discovery approach [23,57] adapted to attributed graph data,
and also tackles typical problems that are not addressed by standard approaches for
community detection such as pathological cases like small community sizes.

In [17] the approach is demonstrated on data sets from three social systems namely,
i. e., from the social bookmarking systems BibSonomy and delicious2, and from the
social media platform last.fm3. However, the presented approach is not limited to such
systems and can be applied to any kind of graph-structured data for which additional
descriptive features (node labels) are available, e. g., certain activity in telephone net-
works, interactions in face-to-face contacts [16], and according edge-attributed graphs.

1 http://www.bibsonomy.org
2 http://www.delicious.com
3 http://last.fm



Algorithm COMODO is a fast branch-and-bound algorithm utilizing optimistic es-
timates [43, 87] which are efficient to compute. This allows COMODO to prune the
search space significantly, as we will see below.

As outlined above, COMODO utilizes both the graph structure, as well as descrip-
tive information of the attributed graph, i. e., the label information of the nodes. This
information is contained in two data structures: The graph structure is encoded in graph
G while the attribute information is contained in database D describing the respective
attribute values of each node. In a preprocessing step, we merge these data sources.
Since the communities considered in our approach do not contain isolated nodes, we
can describe them as sets of edges. We transform the data (of the given graph G and
the database D containing the nodes’ descriptive information) into a new data set fo-
cusing on the edges of the graph G: Each data record in the new data set represents an
edge between two nodes. The attribute values of each such data record are the common
attributes of the edge’s two nodes. For a more detailed description, we refer to [17].

The FP-growth algorithm (cf. [44]) for mining association rules, the SD-Map* algo-
rithm for fast exhaustive subgroup discovery [19], as well as quality functions operating
on the graph structure form the basis of COMODO. COMODO utilizes an extended
FP-tree structure, called the community pattern tree (CP-tree) to efficiently traverse the
solution space. The tree is built in two scans of the graph data set and is then mined in
a recursive divide-and-conquer manner, cf. [19, 57]. The CP-tree contains the frequent
nodes in a header table, and links to all occurrences of the frequent basic patterns in the
tree structure.

Algorithm 1 COMODO
procedure COMODO-Mine (cf. [17] for an extended description)
Input: Current community pattern tree CPT , pattern p̂, priority queue top-k, int k (max. number

of patterns), int maxLength (max. length of a pattern), int τn (min. community size)
1: COM = new dictionary: basicpattern → pattern
2: minQ = minQuality(top-k)
3: for all b in CPT .getBasicPatterns do
4: p = createRefinement(p̂, b)
5: COM [b] = p
6: if size(p,CPT ) ≥ τn then
7: if quality(p, F ) ≥ minQ then
8: addToQueue(top-k, p)
9: minQ = minQuality(top-k)

10: if length(p̂) + 1 < maxLength then
11: refinements = sortBasicPatternsByOptimisticEstimateDescending(COM )
12: for all b in refinements do
13: if optimisticEstimate(COM [b]) ≥ minQ then
14: CCPT = getConditionalCPT (b,CPT ,minQ)
15: Call COMODO-Mine(CCPT , COM [b] , top-k)

The main algorithmic procedure of COMODO is shown in Algorithm 1. First, pat-
terns containing only one basic pattern are mined. Then recursively, patterns condi-



tioned on the occurrence of a (prefixed) complex pattern (as a set of basic patterns, cho-
sen in the previous recursion step) are considered. For each following recursive step,
a conditional CP-tree is constructed, given the conditional pattern base of a frequent
basic pattern (CP-node). The conditional pattern base consists of all the prefix paths of
such a CP-node, i.e., all the paths from the root node to the CP-node.

Given the conditional pattern base, a (smaller) CP-tree is generated: the conditional
CP-tree of the respective CP-Node. If the conditional CP-tree just consists of one path,
then the community descriptions can be generated by considering all the combinations
of the nodes contained in the path. Otherwise, the new tree is subjected to the next
recursion step. We refer to [44] for more details on CP-trees and FP-growth.

As shown in the algorithm, we consider three options for pruning and sorting ac-
cording to the current optimistic estimates:

1. Sorting: During the iteration on the currently active basic pattern queue when pro-
cessing a (conditional) CP-tree, we can dynamically reorder the basic patterns that
have not been evaluated so far by their optimistic estimate value. In this way, we
evaluate the more promising basic patterns first. This heuristic can help to obtain
and to propagate higher values for the pruning threshold early in the process, thus,
helping to prune larger portions of the search space (line 11).

2. Pruning: If the optimistic estimate for the conditioning basic pattern is below the
threshold given by the k best community pattern qualities (line 13), then we can
omit a branch.

3. Pruning: When building a (conditional) community pattern tree, we can omit all
the CP-nodes with an optimistic estimate below the mentioned quality threshold
(line 14).

To efficiently compute the community evaluation functions together with their op-
timistic estimates COMODO stores additional information in the community pattern
nodes (CP-nodes) of the CP-tree, depending on the used quality function. Each CP-node
of the CP-tree captures information about the aggregated edge information concerning
the database D and the respective graph. For each node, we store the following infor-
mation:

– The basic pattern (selector) corresponding to the attribute value of the CP-node.
This selector describes the community (given by a set of edges) covering the CP-
node.

– The edge count of the (partial) community represented by the CP-node, i.e., the
aggregated count of all edges that are accounted for by the CP-node and its basic
pattern, respectively.

– The set of nodes that are connected by the set of edges of the CP-node, i. e., the
nodes making up the respective subgroup.

Each edge data record also stores the contributing nodes and their degrees (in- and out-
degree in the directed case). Then, as outlined in [17] we can compute standard quality
functions efficiently, e. g., for the Modularity [71–73] or the Segregation Index [40].



Exemplary Evaluation Results In our evaluation, we focused on two aspects: The effi-
ciency of the proposed optimistic estimates, and the validity of the obtained community
patterns. In order to evaluate the efficiency, we count the number of search steps, i. e.,
community allocations that are considered by the COMODO algorithm. We compared
the total number of search steps (no optimistic estimate pruning) to optimistic estimate
pruning using different commmunity quality measures. Additionally, we measured the
impact of using different minimal community size thresholds. Exemplary results are
shown in Figures 2–3 for the BibSonomy click graph and the delicious friend graph,
for k = 10, 20, 50 and minimal size thresholds τn = 10, 20. We consider a number of
standard community quality functions: The segregation index [40], the inverse average
ODF (out degree fraction) [59], and the modularity [71].
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Fig. 2. Runtime performance of COMODO on BibSonomy click graph [17]: Search steps with
no optimistic estimate pruning (NOP) vs. community quality functions with optimistic estimate
pruning: MODL (Local Modularity), SIDX (Segregation Index) and IAODF (Inverse Average-
ODF), for minimal size thresholds τn = 10, 20.

The large, exponential search space can be exemplified, e. g., for the click graph with
a total of about 2 · 1010 search steps for a minimal community size threshold τn = 10.
The results demonstrate the effectiveness of the proposed descriptive mining approach
applying the presented optimistic estimates. The implemented pruning scheme makes
the approach scalable for larger data sets, especially when the local modularity quality
function is chosen to assess the communities’ quality. Concerning the validity of the pat-
terns, we focused on structural properties of the patterns and the subgraphs induced by
the respective comunity patterns. We applied the significance test described in [53] for
testing the statistical significance of the density of a discovered subgraph. Furthermore,
we compared COMODO to three baseline community detection algorithms [42,63,75],
where COMODO shows a significantly better performance concerning validity and de-
scription length (for more details, we refer to [17]).
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Fig. 3. Runtime performance of COMODO on the Delicious friend graph [17]: Search steps with
no optimistic estimate pruning (NOP) vs. community quality functions with optimistic estimate
pruning: MODL (Local Modularity), SIDX (Segregation Index) and IAODF (Inverse Average-
ODF), for minimal size thresholds τn = 10, 20.

Overall, the results of the structural evaluations indicate statistically valid and sig-
nificant results. Also, these show that COMODO does not exhibit the typical problems
and pathological cases such as small community sizes that are often encountered when
using typical community mining methods. Furthermore, COMODO is able to detect
communities that are typically captured by shorter descriptions leading to a lower de-
scription complexity, compared to the baselines, cf. [17].

3.2 Exceptional Model Mining for Spatio-Semantic Analysis

Ubiquitous data mining has many facets including descriptive approaches: These can
help for obtaining a first overview on a dataset, for summarization, for uncovering a set
of interesting patterns, analyzing their inter-relations [6, 24, 65, 66], and refinement [9].
Exploratory analysis on ubiquitous data needs to handle different heterogenous and
complex data types, e. g., considering a combination of a dataset containing attributive
and context information about certain data points with spatial and/or temporal informa-
tion, cf. [46, 62, 79, 80]. Then, also semantic aspects concerning attributes, locations,
and time can be considered.

In [6, 24], we present an adaptation of subgroup discovery using exceptional model
mining formalizations on ubiquitous data – focusing the on spatio-semantic analysis
in [24]: We consider subgroup discovery and assessment approaches for obtaining inter-
esting descriptive patterns, cf. [28, 29, 32]. The proposed exploratory approach enables
to obtain first insights into the spatio-semantic space. In the context of an environmen-
tal application, the presented approach provides for the detailed inspection and analysis
of objective and subjective data and according measurements. Below, we sketch the
approach presented in [24] and summarize illustrating results.



Overview The approach for exploratory subgroup analytics utilizes concepts of excep-
tional model mining in order to analyze complex target concepts on ubiquitous data.
In particular, we focus on the interrelation between sensor measurements, subjective
perceptions, and descriptive tags. Here, we propose a novel multi-target quality func-
tion for ranking the discovered subgroups, based on the Hotelling’s T-squared test [45],
see [24] for a detailed discussion.

Our application context is given by the WideNoise Plus smartphone application
for measuring environmental noise. The individual data points include the measured
noise in decibel (dB), associated subjective perceptions (feeling, disturbance, isolation,
and artificiality) and a set of tags (free text) for providing an extended semantic con-
text for the individual measurements. For the practical implementation, we utilize the
VIKAMINE4 tool [20] for subgroup discovery and analytics; it is complemented by
methods of the R environment for statistical computing [77] in order to implement a
semi-automatic pattern discovery process5 based on automatic discovery and visual
analysis methods.

Dataset – WideNoise Plus For the analysis, we utilize real-world data from the Ev-
eryAware project6, specifically, on collectively organized noise measurements collected
using the WideNoise Plus application between December 14, 2011 and June 6, 2014.
WideNoise Plus allows the collection of noise measurements using smartphones, in-
cluding noise level (dB) measured using the microphone, location (latitude/longitude),
as well as a timestamp when the measurement was taken. In addition, when taking a
measurement the user can add subjective information about the context perceptions,
encoded in the interval [−5; 5] for feeling: [hate;love], disturbance: [hectic;calm], iso-
lation: [alone;social], artificiality: [man-made;nature]. Furthermore, the user can assign
tags to the measurement for additional descriptive information, e. g., “noisy”, “indoor”,
or “calm”, providing the semantic context of the specific measurement. The data are
stored and processed by the backend based on the UBICON platform [13, 14].7

The applied dataset contains 6,600 data records and 2,009 distinct tags: The avail-
able tagging information was cleaned such that only tags with a length of at least
three characters were considered. Only data records with valid tag assignments were
included. Furthermore, we applied stemming and split multi-word tags into distinct sin-
gle word tags.

Exemplary Analysis Results In our experiments, we initially performed some basic
statistical analysis of the observed distributions as well as experiments on correlating
the subjective and objective data. Doing that, we observed typical phenomena in the do-
main of tagging data, while the correlations are expressed on a medium level. This di-
rectly motivated the development and application of the proposed advanced techniques
using our subgroup analytics approach. This allows us to focus on the relation between
objective and subjective data given patterns of tagging data in more detail.

4 http://vikamine.org
5 http://rsubgroup.org
6 http://www.everyaware.eu
7 http://www.ubicon.eu
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Fig. 4. Cumulated tag count distribution in the
dataset. The y-axis provides the probability of
observing a tag count larger than a certain
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Fig. 5. Cumulated distribution of noise mea-
surement (dB). The y-axis provides the prob-
ability for observing a measurement with a dB
value larger than a certain threshold on the x-
axis, cf. [24].

Figures 4-7 provide basic statistics about the tag count and measured noise distri-
butions, as well as the value distributions of the perceptions and the number of tags
assigned to a measurement. Figure 5 shows the distribution of the collected dB values,
with a mean of 67.42 dB.

In Figure 6, we observe a typical heavy-tailed distributions of the tag assignments.
Also, as can be observed in Figure 4 and Figure 7, the tag assignment data is rather
sparse, especially concerning larger sets of assigned tags. However, it already allows
to draw some conclusions on the tagging semantics and perceptions. In this context,
the relation between (subjective) perceptions and (objective) noise measurements is of
special interest. Table 1 shows the results of analyzing the correlation between the sub-
jective and objective data. As shown in the table, we observe the expected trend that
higher noise values correlate with the subjective “hate”, “hectic” or “man-made” situ-
ations. While the individual correlation values demonstrate only medium correlations,
they are nevertheless statistically significant.

Table 1. Correlation analysis between subjective (perceptions) and objective (dB) measurements;
all values are statistically significant (p < 0.01).

Feeling Disturbance Isolation Artificiality
dB -0.27 -0.32 -0.32 0.19
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Fig. 7. Distribution of assigned tags per re-
source/data record, cf. [24].

For a detailed analysis, we first focused on subgroup patterns for hot-spots of low
or high noise levels, i. e., on patterns that are characteristic for areas with low or high
noise. We were able to identify several characteristic tags for noisy environments, for
example, north AND runway, heathrow, and aeroplan, which relate to Heathrow noise
monitoring case study, cf. [13] for more details. For more quiet environments, we also
observed typical patterns, e. g., focusing on the tags park, forest, outdoor, and room,
and combinations of these. Due to the limited space, we refer to [24] for more details
on this analysis. We also extended the analysis in exploratory fashion by providing a
semi-automatic approach for inspecting the geo-spatial characteristics of the discovered
patterns by assessing their geo-spatial distribution in terms of its peakiness [90].

In the following, we focus on the discovery of subgroups with respect to a distinc-
tive perception profile – relating to subjective perception patterns – which we describe
in terms of their assigned tags. For analyzing the characteristics of the subjective data
given by the perception values assigned to the individual measurements we applied the
multi-target quality function qH (based on the Hotelling’s T-squared test), cf. [24]. This
function allows us to detect exceptional subgroups, i. e., patterns that show a perception
profile (given by the means of the individual perceptions) that is exceptionally different
from the overall picture of the perceptions (respectively, their means estimated on the
complete dataset). In addition, we also analyzed, which patterns show a rather “con-
forming” behavior to the overall mean values. For that, we applied the quality function
q′H = 1

qH
. Using the reciprocal of qH we could then identify patterns for which their

deviation was quite small, i. e., close to the general trend in the complete dataset. Ta-
ble 2 presents the obtained results, where the rows 1-10 in the table denote deviating
patterns (qH ), while rows 11-20 show conforming patterns.



Table 2. Exemplary perception patterns [24]: rows 1-10 show deviating patterns, while rows
11-20 show conforming patterns. Overall means (perceptions): feeling=-0.83, disturbance=-0.64,
isolation=-0.19, artificiality=-2.33. The table shows the size of the subgroups, their quality ac-
cording to the applied quality function, the mean of the measured dB values, and the means of
the individual perceptions.

id description size quality mean dB feeling disturbance isolation artificiality
1 north AND runway 31 6223.79 80.32 -4.87 -4.97 -4.32 -4.97
2 heathrow 635 3609.66 69.71 -4.84 -4.79 -4.21 -4.90
3 aeroplan 550 3345.64 67.29 -4.79 -4.71 -4.70 -4.79
4 north 32 1813.34 79.59 -4.69 -4.69 -4.31 -4.97
5 esterno 548 1660.91 69.86 0.99 1.34 1.55 -1.89
6 plane AND runway AND garden 33 1237.88 79.45 -2.21 -2.27 1.09 -2.24
7 nois 648 1214.25 66.34 -4.39 -4.14 -4.20 -4.29
8 plane AND south 65 1186.62 79.54 -3.29 -3.12 -0.35 -3.29
9 voci 270 1138.21 71.80 0.93 1.32 2.10 -2.32

10 plane AND runway 91 999.63 79.96 -3.74 -3.66 -1.45 -3.77
11 park 26 0.72 66.69 -0.19 0.12 -0.81 -0.85
12 san 27 0.50 70.74 -0.15 -0.22 0.04 -1.37
13 lorenzo AND outdoor 22 0.29 70.77 0.00 -0.14 0.32 -1.27
14 street AND traffic 33 0.25 70.12 -1.55 -0.88 0.61 -3.45
15 univers 25 0.24 57.20 -0.32 0.32 0.88 -2.16
16 lorenzo 25 0.23 71.00 0.04 0.00 0.32 -1.16
17 land AND nois 20 0.20 75.80 -2.70 -1.15 0.10 -1.65
18 work 92 0.20 56.27 -0.40 0.23 -0.32 -1.67
19 room 25 0.19 50.52 1.08 1.36 -1.16 -1.96
20 airport 23 0.17 72.57 -0.04 -1.35 1.96 -3.26

For comparison, the overall means of the perceptions are given by: feeling=-0.83,
disturbance=-0.64, isolation=-0.19, artificiality=-2.33. As we can observe in the table,
the deviating patterns tend to correspond to more noisy patterns; the majority of the
patterns shows a dB value above the mean in the complete dataset (67.42 dB). Further-
more, most of the patterns relate to the Heathrow case study, e. g., north AND runway,
plane AND south; an interesting pattern is given by plane AND runway AND garden –
people living close to Heathrow obviously tend to measure noise often in their garden.
For the conforming patterns we mostly observe patterns with a mean dB close to the
general mean. However, interestingly there are some patterns that show an increased
mean and also “unexpected” patterns, e. g., street AND traffic or airport.

Overall, these results confirm the trends that we observed in the statistical analy-
sis above indicating a medium correlation of the perceptions with the noise patterns.
However, combinations of descriptive tags, and the contributions of individual percep-
tions is only provided using advanced techniques, like the proposed subgroup discovery
approach using a complex multi-target concept for the detection of local exceptional
patterns. While the initial statistical analysis of the perceptions provides some initial
insights on subjective and objective data, again these results motivate our proposed ap-
proach as a flexible and powerful tool for the analysis of subgroups and their relations
in this spatio-semantic context. Further steps then include appropriate visualization and
introspection techniques, e. g., [2, 8, 25, 28].



3.3 Class Association Rule Mining using Subgroup Discovery

With more and more ubiquitous devices, sensor data capturing human activities is be-
coming a universal data source for the analysis of human behavioral patterns. In partic-
ular, activity recognition has become a prominent research field with many successful
methods for the classification of human activities. However, often the learned models
are either “black-box” models such as neural networks, or are rather complex, e. g.,
in the case of random forests or large decision trees. In this context, we propose ex-
ploratory pattern analytics for constructing rule-based models in order to aid interpreta-
tion by humans, supported using appropriate quality and complexity measures [11,12].

Below, we summarize a novel approach for class association rule mining [60, 61,
84, 89] presented in [18]. We propose an adaptive framework for mining such rules us-
ing subgroup discovery, and demonstrate the effectiveness of our approach using real-
world activity data collected using mobile phone sensors. We summarize the proposed
approach and algorithmic framework, before we provide exemplary results of an evalu-
ation using real world activity data obtained by mobile phone sensors. The effectiveness
of the approach is demonstrated by a comparison with typical descriptive models, i. e.,
using a rule-based (Ripper [36]) and a decision tree classifier (C4.5 [76]) as a baseline.

Overview Associative classification approaches integrate association rule mining and
classification strategies. Basically, class association rules are special association rules
with a fixed class attribute in the rule consequent. In order to mine such rules, we apply
subgroup discovery. In the case of class association rules, the respective class can be
defined as the target concept (i. e., the rule head) of the subgroups. Then, subgroup
discovery can be adapted as a rule generator for class association rule mining.

In summary, in [18] we adapt subgroup discovery to class association rule mining,
and embed it into an adaptive approach for obtaining a rule set that aims to target a
simple rule base with an adequate level of predictive power, i. e., combining simplicity
and accuracy. We utilize standard methods of rule selection and evaluation, that can be
integrated into our framework: Liu et al. [61], for example, propose the CBA algorithm,
which includes association rule mining and subsequent rule selection. It applies a cov-
ering strategy, selecting rules one by one, minimizing the total error. In addition to the
rule mining and selection techniques, there are several strategies for the final decision
of how to combine rules for classification (“voting” of the matching rules), e. g., [82].

Algorithmic Framework For our adaptive framework, we distinguish the learning
phase that constructs the model, and the classification phase that applies the model.

Model Construction For the construction of the model, we apply the steps described in
Algorithm 2. Basically, CARMA starts with discovering class association rules for each
class c contained in the dataset. Using subgroup discovery, we collect a set of class
association rules for the specific class, considering a maximal length of the concerned
patterns. After that, we apply a boolean ruleset assessment function a in order to check,
if the quality of the ruleset is good enough. If the outcome of this test is positive, we
continue with the next class. Otherwise, we increase the maximal length of a rule (up to



a certain user-definable threshold Tl ). After the final set of all class association rules for
all classes has been determined, we apply the rule selection function r in order to obtain
a set of class association rules that optimizes predictive power on the trainingset. That
is, the rule selection function aims to estimate classification error and should select the
rules according to coverage and accuracy of the rules on the trainingset.

Algorithm 2 CARMA: Framework for Adaptive Class Association Rule Mining [18]
Input: Database D , set of classes C, parameter k specifying the cardinality of top-k pattern set,

parameter Tl denoting the maximal possible length of a subgroup pattern, quality function q,
ruleset assessment function a, rule selection function r.

1: Patterns P = ∅
2: for all c ∈ C do
3: Current length threshold length = 1
4: while true do
5: Obtain candidate patterns P ∗ by SubgroupDiscovery(D , c,S , q , k)
6: if Current candidate patterns are good enough, i. e., a(P ∗) = true then
7: P = P ∪ P ∗

8: break
9: else if length > Tl then

10: break
11: else
12: length = length + 1
13: Add a default pattern (rule) for the most frequent class to P
14: Apply rule selection function: P = r(P )
15: return P

Classification In the classification phase, we apply the rules contained in a model. For
aggregating the predictions of the matching rules, we apply a specific rule combination
strategy, cf. [82]. Examples include unweighted voting (majority vote according to the
matching rules for the respective class), weighted voting (including weights for the
matching rules), or best rule (classification according to the matching rule with the
highest confidence).

Summary In contrast to existing approaches, the CARMA framework is based on sub-
group discovery for class association rule mining. This allows for selection of a suitable
quality function for generating the rules, in constrast to (simple) confidence/support-
based approaches. Then, e. g., significance criteria can be easily integrated. Further-
more, CARMA applies an adaptive strategy for balancing rule complexity (size) with
predictive accuracy by applying a ruleset assessment function, in addition to the rule
selection function. The framework itself does not enforce a specific strategy, but leaves
this decision to a specific configuration. In our implementation in [18], for example, we
follow the rule selection strategy of CBA; the ruleset assessment is done by a median-
based ranking of the according confidences of the rules, i. e., estimated by the respective
shares of the class contained in the subgroup covered by the respective rule. Here, we
test if the median of the rules’ confidences is above a certain threshold τc = 0.5.



Exemplary Evaluation Results In [18] we compared an instantiation of the CARMA
framework against two baselines: The Ripper algorithm [36] as a rule-based learner,
and the C4.5 algorithm [76] for learning decision trees. For the subgroup discovery
step in the CARMA framework, we apply the BSD algorithm [58], utilizing the adjusted
residual quality function, cf. Section 2, which directly maps to significance criteria.
Furthermore, we apply an adaptation of the CBA algorithm [61] for the rule selection
function, We opted for interpretable patterns with a maximal length of 7 conditions, and
set the respective threshold Tl = 7 accordingly. In the evaluation, we used three differ-
ent TopK values: 100, 200 and 500. For the rule combination strategy, we experimented
with four strategies: taking the best rule according to confidence and Laplace value, the
unweighted voting strategy, and the weighted voting (Laplace) method, cf. [18, 82] for
a detailed discussion. All experiments were performed using 10-fold cross-validation
on an activity dataset with 27 activities (classes) and 116 features, cf. [18] for details.
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Fig. 8. Comparison of the accuracy of CARMA using the standard CBA method for rule selection,
with different rule combination strategies to the baselines, cf. [18].



Figure 8 shows the accuracy of CARMA using these parametrizations. Overall, it is
easy to see that the proposed approach is able to outperform the baselines in accuracy.
Furthermore, it outperformed both as well in complexity, since it always had a signifi-
cantly lower average complexity regarding the average number of conditions in a rule.
For the baselines, C4.5 showed a better performance than Ripper, however, with a more
complex model (1394 rules) that were also more complex themselves; Ripper had a
slightly lower accuracy but a signicantly lower number of rules and average rule length.
The proposed CARMA approach outperforms both concerning the combination of ac-
curacy and simplicity. Considering the voting functions, we observe that the functions
(unweighted voting, and weighted Laplace) always outperforms the rest. In our experi-
ments, using larger values of k indicates a higher accuracy – here also the compexity (in
the number of rules) can be tuned. We observe a slight trade-off between accuracy and
complexity. Basically, the parameter k seems to have an influence on the complexity,
while the remaining instantiations do not seem to have a strong influence.

In summary, the proposed framework always provides a more compact model than
the baseline algorithms. In our experiments, it is at least in the same range or even better
than the baselines. Considering the best parameter instantiation, the proposed approach
is able to outperform both baselines concerning the accuracy and always provides a
more compact model concerning rule complexity, cf. [18] for more details.

4 Conclusions and Outlook

Subgroup discovery and exceptional model mining provide powerful and comprehen-
sive methods for knowledge discovery and exploratory analyis. In this paper, we sum-
marized recent advances concerning according approaches and methods in the context
of ubiquitous data and social media. Specifically, we focused on exploratory pattern
analytics implemented using subgroup discovery and exceptional model mining meth-
ods, summarizing recent work on description-oriented community detection, spatio-
semantic analysis using local exceptionality detection, and class association rule min-
ing using subgroup discovery. The methods were embedded into evaluations and case
studies demonstrating their theoretical as well as practical impact and implications.

Interesting future directions include the adaptation and extension of knowledge-
intensive approaches, e. g., [22, 26, 30, 31, 54, 69, 85]. This also concerns the incorpora-
tion of multiple relations, e. g., in the form of partitioning knowledge [10], or making
use of multiplex and multi-modal networks [47, 64, 70, 78, 83], for modeling complex
relations on ubiquitous data and social media and the analysis of emerging seman-
tics [15,65,66]. Furthermore, the extended analysis of sequential data can be applied in
both spatio-temporal dimensions [74], also concerning dynamics in the spatio-temporal
space, e. g., for an extended temporal modeling of ubiquitous relations [48, 49]: Here,
possible methods for extension and adaptation include temporal pattern mining for
event detection [34], or temporal subgroup analytics [81], especially considering so-
phisticated exceptional model classes in that area. In addition, for including dynamics
of spatial and temporal properties, for example, Markov chain approaches can be ex-
tended towards exceptional model mining, e. g., for modeling and analyzing sequential
hypotheses and trails [33] in order to detect exceptional sequential transition patterns.
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