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Abstract. Wikis provide powerful and flexible means for content creation, gen-
eration and management. Complementing semantic data mining systems by wikis
and especially semantic wikis yields a flexible knowledge-rich approach. This
paper presents an extensible architecture for accessing and embedding seman-
tic data mining systems using wiki technology. We present the components and
describe their interaction and application in detail.

1 Introduction

Wikis provide flexible ways for supporting the quick and simple creation, sharing, and
management of content. Based upon the established wiki-technology, semantic wikis
(e.g., [1,2]) enhance this by providing enriched content and features. For example, flex-
ible inline queries and according results that are generated based on these dynamically
are such prominent features. While the queries and answers (results) can be flexibly
handled by the system, and can usually be formalized as textual content, the wiki sys-
tem also provides appropriate means for the persistent storage, versioning management
of content and elaborated access control for different user groups.

Semantic data mining systems enable the inclusion of a large set of background
knowledge, for example, in order to access knowledge services, for selecting the ap-
plied data mining methods, or for postprocessing the obtained data mining results. Thus,
integrating wikis is a convenient option for semantic data mining systems, since the se-
mantic core components can support the semantic mining features, while the wiki com-
ponent provides for a convenient front-end and user-management, enables the persistent
storage of queries and mining results, and supports their extended annotation.

This paper presents a wiki-enabled approach for collaborative semantic data min-
ing: The semantic data mining system VIKAMINE [3] is combined with the JSPWiki
system (http://www.jspwiki.org) and its semantic extension KnowWE [1]. We
describe the interaction and exchange of query and results data, and the integration of
semantic information and knowledge. An exemplary implementation is given by the
KNOWTA system (http://www.knowta.de).

The rest of the paper is structured as follows: Section 2 describes the basics of
the data mining approach and discusses related work. After that, Section 3 provides
an overview of the presented approach, while Section 4 describes its implementation.
Finally, Section 5 concludes with a summary and interesting directions for future work.
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2 Preliminaries

The presented approach can be considered on two layers: On the first layer, we present
a general approach for wiki-enabled semantic data mining. The second (more detailed)
layer concerns the instantiation of the approach using concrete implementation, spe-
cific methods, and systems. This section briefly introduces the necessary preliminaries:
First, the general semantic data mining approach is outlined. After that, we introduce
the necessary notation concerning the used knowledge representation and describe the
applied core data mining method, that is, subgroup discovery.

2.1 Semantic Data Mining

Semantic data mining can be considered as an approach utilizing formal methods and
techniques in order to explicitly integrate data semantics, background knowledge, or
reasoning in the mining process. The knowledge is typically represented in a know-
ledge repository, such as an ontology, or a knowledge base. The main aspect of seman-
tic data mining is the explicit integration of this knowledge into the data mining and
knowledge discovery process, where the algorithms for data pre-processing, mining or
post-processing make use of the formalized knowledge to improve the overall process.
There has been growing interest in this issue, e.g., [4–6], in various domains, especially
in the medical domain [4, 7, 8].

With the advent of the semantic web and standardized knowledge representations of
semantic web techniques, e.g., the web ontology language OWL, utilizing these know-
ledge representation formalisms for data mining is a promising direction for task design,
evaluation and refinement, as discussed below. In the following, we outline the different
aspects of semantic data mining, and discuss their implications.

The general data mining process can be structured along the CRISP-DM process
model (http://www.crisp-dm.org) and consists of the following phases:

1. Business understanding, i.e., understanding the application domain,
2. Data Understanding, i.e., considering the (potential) objects of analysis,
3. Data Preparation, e.g., pre-processing and schema-matching of the data elements,
4. Modeling, e.g., given by concrete mining sessions,
5. Evaluation, i.e., assessment of the mined models,
6. Deployment, i.e., putting the extracted knowledge into action.

The semantic data mining approach integrates ontologies in each of the six steps [7]. In
the following, we provide examples for each of the phases structured along the dimen-
sions of task design, evaluation, and refinement.

– Task Design:
• In the Business Understanding phase ontologies help inexperienced users get-

ting accustomed to the domain, by structuring the relations between the con-
cepts, and explaining the concepts, e.g., in terms of their properties and/or their
relations and connecting paths within the ontology.



• In the Data Understanding phase, important data elements (contained in the
ontology) need to be selected. Then, missing attributes, or redundant attributes
can be added or removed from the data set. This can be accomplished by a data-
to-ontology mapping step [5] where the data elements are mapped to concepts
of the ontology, e.g., for integrating heterogenous data.

• The Data Preparation phase is strongly connected to the Modeling phase. De-
pending on the latter, for example constraints on attributes or values can be
derived. This concerns constraints on the relations between the attributes, as
described in [4], for example, grouping constraints or exclusion constraints for
certain attribute groups that should not be considered. A further possible in-
clusion of the ontology is given by a more abstract task composition phase, for
which the modeling phase can be hierarchically decomposed along the general-
ization/specialization hierarchies modeled in the ontology. Then, more concise
results can potentially be obtained on lower levels, but for efficiency reasons
higher levels can be considered first and be used for filtering interesting hy-
potheses in an earlier stage, cf., [5].

– Task Evaluation:
• During the Evaluation phase (of CRISP-DM), the discovered patterns can

be interpreted and explained in a structured way using the concepts and/or
contained patterns. Various post-processing options are available at this point,
cf., [5]. Specifically, due to the data-to-ontology mapping, the discovered pat-
terns can be matched to semantic relations or more complex relations between
these. Additionally, such knowledge provides a potential (explaining) context
for the discovered patterns. Furthermore, prior knowledge can be compared to
the patterns, e.g., for confirming known relations, identifying new knowledge,
and/or detecting exceptions and conflicts with formalized expectations. Con-
cerning possible explanations, causal relations can often help in this respect,
for validating and confirming discovered patterns, or for their analysis.

• The Deployment phase concerns the integration of the discovered models into
the business setting. It is easy to see, that for distributed processing and storage
(e.g., on the semantic web) a shared ontology is inevitable. This is especially
relevant for deploying results as semantic analytic reports (an extension of an-
alytic reports [5]), described below. In a late evaluation step, the models/pat-
terns can be tested during their practical application. In that case, the persistent
sessions stored in the wiki provide direct access in a collaborative manner.

– Task Refinement: The task refinement step is activated after the evaluation step
has been performed. It is accomplished either manually using the wiki system – by
modifying the textual task description, or by applying formalized knowledge with
respect to the applied data mining method. Then, parameters and/or the method
itself can be adapted. Refinement is performed according to the results of the eval-
uation phase, so both steps are tightly coupled. Due to the application of the wiki,
different persons can collaborate in separate sessions, such that previous results can
be included in the refinement of other (related) sessions. Furthermore, previous ex-
periences can be documented using the wiki, for example, explanations/comments
by previous users. Furthermore, special refinement and/or evaluation knowledge
can be formalized for further improving the respective steps.



2.2 Basic Definitions

Let ΩA be the set of all nominal attributes. For each attribute a ∈ ΩA a range dom(a)
of values is defined. Furthermore, we assume VA to be the (universal) set of attribute
values of the form (a = v), where a ∈ ΩA is an attribute and v ∈ dom(a) is an
assignable value. Let CB be the case base (data set) containing all available cases, also
often called instances. A case c ∈ CB is given by the n-tuple c = ((a1 = v1), (a2 =
v2), . . . , (an = vn)) of n = |ΩA| attribute values, vi ∈ dom(ai) for each ai.

2.3 Subgroup Discovery Basics

The main application areas of subgroup discovery are exploration and descriptive induc-
tion, to obtain the k best relations (given by subgroups) between a (dependent) target
variable and a set of explaining (independent) variables. Similar to the MIDOS ap-
proach [9] we try to identify subgroups that are, e.g., as large as possible, and have
the most unusual (distributional) characteristics with respect to a given concept of in-
terest represented by a (binary) target variable. The description language specifies the
individuals belonging to the subgroup. The subgroup is thus given by all cases in the
data set that satisfy its subgroup description. For a commonly applied single-relational
propositional language a subgroup description can be defined as follows:

Definition 1 (Subgroup Description). A subgroup description sd = {e1, e2, . . . , en}
is defined by the conjunction of a set of selectors. These ei = (ai, Vi) are selections on
domains of attributes, ai ∈ ΩA, Vi ⊆ dom(ai). We define ΩE as the set of all selection
expressions and Ωsd as the set of all possible subgroup descriptions.

A quality function ranks a subgroup by measuring its interestingness.

Definition 2 (Quality Function). Given a particular target variable t ∈ ΩE , a qual-
ity function q : Ωsd × ΩE → R is used in order to evaluate a subgroup description
sd ∈ Ωsd, and to rank the discovered subgroups during search.

In comparison to the strict support/confidence framework applied for association
rule mining, e.g., [10], the subgroup quality functions can be flexibly defined. For binary
target variables, examples for quality functions are given by

qB =
(p − p0) ·

√
n

√
p0 · (1 − p0)

, qRG =
p − p0

p0 · (1 − p0)
,

where p is the relative frequency of the target variable in the subgroup, p0 is the relative
frequency of the target variable in the total population, N = |CB | is the size of the total
population, and n denotes the size of the subgroup. Often, a minimal support threshold
n ≥ TSupp is also applied.

Pattern rules are applied for formalizing subgroup patterns in a rule-like manner and
an associated quantitative quality rating.

Definition 3 (Pattern Rule). A pattern rule r = B(r) → H(r) [q(r)] is defined by the
body B(r) and the head H(r) of the pattern rule, where B(r) ⊆ ΩE , H(r) ⊆ ΩE for
which the selectors are combined conjunctively, i.e., e1∧· · ·∧ek, (ei ∈ ΩE , i = 1 . . . k).
A quality parameter q(r) ∈ R is assigned to the pattern r denoting its respective quality.



3 Overview

This section provides an overview on the proposed approach by first introducing the
problem statement. After that, an architectural overview on an exemplary application is
given, which is subsequently discussed in an application example. Finally, we conclude
this section with a general discussion and the review of related work.

3.1 General Overview

As discussed in the last section semantic data mining is concerned with the utilization of
ontological knowledge and semantic annotations to be used throughout the data mining
and knowledge discovery process, similar to ontology-enhanced [5] data mining. How-
ever, further semantic features are enabled by including a semantic core component,
e.g., a RDF-Store: Using that, results can be incrementally formalized and provided
to the store, while subsequent mining and semantic queries can make use of the col-
lected knowledge. The data mining query, results, and additional knowledge can then
be transparently integrated into a semantic analytic report [11]: The idea of such reports
is based on analytical reports [5] that are simple text documents containing the min-
ing results with additional text (which is created by humans). In the semantic setting,
we can automatically transform the mining results into a format suitable for the report.
Additionally, the content can be enriched using semantic annotations and links between
the reports (and background information), and multi-modal information. The wiki also
provides for flexible versioning which is especially useful in a collaborative setting.

The sketched scenario is especially suitable for inexperienced users that are mainly
interested in reporting features of a data mining system. Such reports provide high-level
access to pre-specified queries that can be evaluated routinely. However, using the wiki
query mechanism, such queries can also be formalized in an ad-hoc fashion. Further
more detailed reports, analyses and mining sessions can then be implemented using
more advanced data mining tools, e.g., by applying the VIKAMINE [3] system.

On the application side, specialized sessions with domain experts, e.g., medical
doctors, and data mining engineers can be easily implemented using the collaborative
tool. In this context, the proposed approach provides, for example, flexible query for-
malization, versioning, a history of queries and results, and the potential for knowledge
and experience management since the obtained semantic analytical reports can be com-
mented on, and can be linked to other (similar) documents. Further sessions can thus
easily build on results of previous sessions, with the same or new participants. For
experience management, the wiki can also be complemented with a tagging system,
e.g., [12].

3.2 Architectural Overview

The architecture consists of three core components: The basic wiki system (provided by
JSPWiki (http:/www.jspwiki.org) is extended by the semantic wiki extension
KnowWE [1]. The semantic core component is given by Sesame and OWLIM. For
data mining component, i.e., the mining engine we utilize the mining kernel of the
VIKAMINE [3] system (http://www.vikamine.org).



The wiki component provides basic features like editing, versioning, user manage-
ment, access management and attachment management. Additionally, it directly sup-
ports the collaborative aspects of the sketched semantic mining approach. KnowWE
itself is designed as a highly extensible minimal core providing basic semantic wiki
features like formalization and reasoning. Therefore, for communication with the min-
ing component we designed the connector plugin KnowWE-RIP (REST [13] Interface
Plugin) that facilitates the connection to the mining web-service. The semantic core
component for storage and reasoning is given by a combination of the Sesame (http:
//www.openrdf.org) framework and OWLIM. Sesame is a java-based framework
with support for storing and analyzing RDF data. OWLIM is a semantic repository
with reasoning capabilities that is packaged as a storage and inference layer for sesame.
As such, KnowWE integrates a semantic component and contains a connector to the
Sesame/OWLIM components for providing the semantic functionality.

We utilize the VIKAMINE [3] system (http://www.vikamine.org) for data
mining. VIKAMINE features a web-service that can be queried using XML based on
a specialized query language. The result (i.e., the answer) is also formulated as XML
and can thus transparently be integrated with the wiki.

The semantic mining process is initiated by the user, that is, by formulating a query
to the wiki system. Similar to other wiki-systems, the query is provided in the form
of an inline-query (e.g., [2]): The query is directly entered in textual form. Whenever
the wiki page is stored and/or reloaded with a new or modified query the result is re-
quested. In addition, we provide ’extended’ inline queries, such both the query and the
result (i.e., the ’answer’) can also be shown as required. Technically, the query is first
transformed to an XML-representation (VPDL, the VIKAMINE Pattern Description
Language, and then forwarded to the mining engine that produces an result in XM-
L/VPDL format. Finally, this result is re-transformed into human-readable textual form
to be displayed by the wiki. However, internally the ’raw’ result can be retained by the
versioning system of the wiki, such that always the latest result is available and can be
cached for efficiency. Therefore, changes, for example, due to an updated dataset, can
be easily extracted. The general architecture is shown in Figure 1. The seamless inte-
gration of the result presentation enables (inexperienced) users to quickly evaluate the
obtained results by themselves and according to the formalized ontological knowledge.

3.3 Related Work and Discussion

Using ontologies for enhancing data mining has been discussed, e.g., by Svatek et al. [5]
and by Antunes [6] in the context of mining association rules. Furthermore, Cespivova
et al. [7] and Kuo et al. [8] describe applications in the medical domain. While the appli-
cation of ontologies is also a focus of the presented approach, the proposed method aims
at a more comprehensive integration of semantic information and knowledge. In con-
trast to the existing approaches, the proposed approach considers a comprehensive two-
way integration of semantic and data mining methods, with feedback in both directions.
In this way, prior knowledge can be transparently integrated. Using the wiki-support
of the presented approach collaborative sessions can be implemented. Furthermore, se-
mantic annotations linking unstructured, semi-structured and structured information of
the wiki content is another novel issue with respect to the presented approach. Semantic



Fig. 1. Semantic Data Mining Architecture

analytical reports can include semantic annotations at the document level, global tag-
ging, and associated query – data mining results are stored in the semantic store and
thus provide powerful options for knowledge-rich applications.

4 Implementation

In the following, we describe the core components of the proposed architecture. First,
we discuss the integration of JSPWiki/KnowWE, describe the semantic integration of
Sesame and OWLIM, before we discuss VIKAMINE and the used description lan-
guage VPDL (Vikamine Pattern Description Language). All used implementation com-
ponents are available under open-source licenses.

4.1 JSPWiki/KnowWE

For the wiki component we are using the JSPWiki system that is complemented by
the semantic wiki extension KnowWE. It provides a reliable basis with respect to ba-
sic wiki features like editing, versioning, user management, access management and
attachment management. Different components like markup, editors, plugin-tags, ren-
derers and compile-handlers can be introduced to the system or combined with already
existing components. The main idea behind this architecture is to be able to support any
semantic wiki application with a customized set of domain and user specific features at
low engineering costs [1]. KnowWE is meant to support knowledge engineering by pro-
viding knowledge in various different formats and formalisms, and at different degrees
of formality (e.g., plain text, tabular data, bullet lists, annotations, rules, models,. . . ).
KnowWE is designed as a toolkit that allows to introduce new syntactical formats and
corresponding compilation hooks, and can be extended by customized markup for new
types of knowledge. Also, the user-context, group-membership and access rights are
transparently passed to any component in KnowWE for supporting the creation of user-
specific web interfaces.



4.2 Sesame / OWLIM

For the management of RDF-data in KnowWE the Sesame1 framework is used. Sesame
is a java-based framework with support for storing and analyzing RDF data. OWLIM
is a semantic repository with reasoning capabilities that is packaged as a storage and
inference layer for sesame. It is developed by Ontotext and the profile SwiftOWLIM is
available under LGPL license. Beyond RDFS reasoning OWLIM provides built-ins for
rule-based inferencing (e.g., OWL-Horst [14]). At the time of writing OWLIM claims
to be the fastest and most scalable RDF(S)/OWL reasoning engine available.

4.3 VIKAMINE

In general, the data mining technique of subgroup mining [15] is quite suitable for
a variety of analytical questions. We used the VIKAMINE (Visual, Interactive and
Knowledge-Intensive Analysis and Mining Environment) system [16] for interactive
and automatic subgroup mining. VIKAMINE provides rich semantic data mining ca-
pabilities based on the technique of subgroup discovery. VIKAMINE provides both
automatic and interactive mining and analysis techniques. The graphical interface of
VIKAMINE is given by an Eclipse-based rich-client. Additionally, the system pro-
vides the mining kernel, which can be accessed as a web-service.

For the proposed approach, we utilize the latter for a REST-based approach us-
ing the KnowWE-RIP interface. Furthermore, often background knowledge can be uti-
lized, since existing knowledge should not be rediscovered, but the available know-
ledge should be used to find new, often subtle correlations, to increase the interest-
ingness of the discovered results. The VIKAMINE system enables powerful seman-
tic mining options by utilizing background knowledge from the ontology. In addition,
VIKAMINE offers an efficient exhaustive and various heuristic search options with
constraints for automatic subgroup discovery and interactive visualizations for active
user involvement. When the user discovers something unexpected/interesting in the data
using standard tools, then these findings can be inspected and analyzed in detail using
VIKAMINE. For more details, see [16].

4.4 VPDL

As communication language in our implementation we use the Vikamine Pattern De-
scription Language (VPDL). VPDL is a concise XML-language, that is specialized on
the task of subgroup discovery. In comparison to well known PMML language, that fo-
cuses on predictive models, VPDL is much less verbose, but also adds some additional
information, which are specific for subgroup discovery. It consists of two main parts:

The first part of the VPDL language specifies one subgroup discovery task exactly
by describing each of the following eight aspects in detail. An examplary XML-file is
shown in figure 2.

1 http://www.openrdf.org/



In the following, we describe the elements of the VPDL task specification:
– The unique Id of this mining task.
– The used dataset either by an Unified Resource Identifier (URI) or by the path in

an implicitly given local repository.
– The target concept of the subgroup mining task
– The initial subgroup, that specifies the starting point for the search. Only refine-

ments of the initial subgroup will be discovered.
– The search space. The attributes and attribute values to be included in the search

can be specified.
– The quality function, that is used to measure the interestingness of a subgroup.
– The subgroup discovery algorithm, that will be applied for this task.
– Constraints on the set of discovered subgroups. Such constraints include the num-

ber of subgroups discovered, a maximum search depth, a minimum quality or min-
imum size threshold for a respective subgroup or the suppression of strictly irrele-
vant subgroups.
The second part of the VPDL specifies the result of a subgroup discovery task, that

is a set of subgroup patterns, and an optional reference to this task. For each pattern the
subgroup description and several statistics are denoted, e.g, the subgroup size, the target
share of the respective subgroup, the lift of the target share and the chi-square value.

5 Conclusions

In this paper, we have presented an extensible architecture for wiki-driven semantic
data mining. We have described an (abstract) overview on the approach, and have pro-
vided a detailed architectural view on the system. A prototypical implementation of the
approach is given by the KNOWTA system (http://www.knowta.de). The latter
utilizes the VIKAMINE system for semantic data mining and includes a connector to
the KnowWE system for the Wiki-based capabilities. Using the KNOWWE-RIP plu-
gin, we enable semantic integration into the wiki, and provide data and query inter-
change between the wiki and the data mining system (VIKAMINE). The prototypical
implementation fulfills all the features of the sketched architecture; initial experiments
already show the large potential of the presented approach.

For future work, we aim to consider a knowledge-rich approach utilizing the se-
mantic core capabilities of the semantic wiki: Since knowledge can be easily formal-
ized, and semantic annotations for various types of knowledge can be incrementally
added, the application of such knowledge elements for semantic data mining, e.g., pre-
processing of mining input, post-processing of mining output, and configuration of the
mining method itself, provide for a vast range of powerful mining options. Additionally,
we also aim for an integration of other pattern description languages, e.g., PMML [17],
or BKEF [11].
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Fig. 2. An Example of a VPDL task file


