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Abstract. This paper addresses the problem of learning to classify texts
by exploiting information derived from both training and testing sets. To
accomplish this, clustering is used as a complementary step to text classi-
fication, and is applied not only to the training set but also to the testing
set. This approach allows us to study the location of the testing examples
and the structure of the whole dataset, which is not possible for an induc-
tive learner. The incorporation of this knowledge to the feature represen-
tation of the texts is expected to boost the performance of a SVM/TSVM
classifier. Experiments conducted on tasks and datasets provided in the
framework of the ECML/PKDD 2008 Challenge Discovery on spam de-
tection on social bookmarking systems, demonstrate the effectiveness of
our approach. The experiments show substantial improvements on clas-
sification performance.
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1 Introduction

Text classification and clustering have been the focus of critical research in the
areas of machine learning and artificial intelligence. In the literature, these two
streams flow independently of each other, despite their akin close conceptual
and practical relations. However, there are several important research issues
encapsulated into text classification tasks and the role of clustering in support
of these tasks is also of great significance.

A standard research issue for text classification is the creation of compact rep-
resentations of the feature space and the discovery of the complex relationships
that exist between features, documents and classes. In this vein, an important
area of research where clustering is used to aid text classification is the area
of dimensionality reduction. Clustering is used as a feature compression and/or

? This paper is an improved version of the paper presented in the ECML/PKDD 2008
Discovery Challenge.
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extraction method : features are clustered into groups based on selected cluster-
ing criteria. Feature clustering methods create new, reduced-size event spaces by
joining similar features into groups. They define a similarity measure between
features, and collapse similar features into single events that no longer distin-
guish among their constituent features. Typically, the parameters of the cluster
become the weighted average of the parameters of its constituent features. Two
types of clustering have been identified: i) one-way clustering, i.e. feature clus-
tering based on the distributions of features in the documents or classes [2],[16]
and ii) co-clustering, i.e. clustering both features and documents [4].

A second research area of text classification where clustering has a lot to
offer, is the area of semi-supervised learning. Training data contain both labelled
and unlabelled examples. Obtaining a fully labelled training set is a difficult
task; labelling is usually done using human expertise, which is expensive, time
consuming, and error prone. Obtaining unlabelled data is much easier since it
involves collecting data that are known to belong to one of the classes without
having to label them. Clustering is used as a method to extract information
from the unlabelled data in order to boost the classification task. In particularly,
clustering is used: i) to create a training set from the unlabelled data [5], ii) to
augment the training set with new documents from the unlabelled data [18], [19],
iii) to augment the dataset with new features [13], [9], [10], and iv) to co-train a
classifier [14], [11].

Finally, clustering in large-scale classification problems is another major re-
search area in text classification. A considerable amount of work is done on using
clustering to reduce the training time of a classifier when dealing with large data
sets. In particular, while SVM classifiers (see [3] for a tutorial) have proved to be
a great success in many areas, their training time is at least O(N2) for training
data of size N , which makes them non favourable for large data sets. The same
problem applies to other classifiers as well. In this vein, clustering is used as a
down-sampling pre-process to classification, in order to reduce the size of the
training set resulting in a reduced dimensionality and a smaller, less complex
classification problem, easier and quicker to solve [17], [1]. However, it should
be noted that dimensionality reduction is not accomplished directly using clus-
tering as a feature reduction technique as discussed earlier, but rather in an
indirect way through the removal of training examples that are most probably
not useful to the classification task and the selection of the most representative
redundant training set. In most of the cases this involves the collaboration of
both clustering and classification techniques.

For a detailed review and interpretation of the role of clustering in different
fields of text classification see [12].

In this paper, we deal with the text classification aided by clustering sce-
nario and apply it to the problem of spam detection in social resource sharing
systems. Social resource sharing systems are web–based systems that allow users
to upload their resources, and to label them with arbitrary words, so–called tags.
The systems can be distinguished according to what kind of resources are sup-
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ported. The system under investigation is called BibSonomy1 and it is a social
bookmark and publication sharing system that allows sharing bookmarks and
BibTex entries simultaneously. A formal description of the underlying structure
which is called folksonomy is given in [7].

The paper is organized as follows: next section presents the algorithm. Section
3 presents the empirical evaluation. We conclude by pointing out open issues and
limitations of the algorithm presented.

2 The Algorithm–Using Clustering For Text
Classification

Consider a k–class categorization problem, (k = 1 in the case of spam de-
tection on social bookmarking systems), with a labeled training sample Tr =
{(x1, y1) , . . . , (xl, yl)} of feature vectors x ∈ Rn and corresponding labels yi ∈
{1, . . . , k}, and an unlabeled testing sample Te =

{
x∗

1, . . . , x∗
m

}
of feature vec-

tors. The features are valued using the TF*IDF weighting scheme [15], defined
by

W (fi) = TF (fi,x) ∗ IDF (fi) (1)

where the term frequency of feature fi, TF (fi, x), is the number of its oc-
curences in document x, the inverse document frequency is

IDF (fi) = log2

( |D|
DF (fi)

)
(2)

where |D| = |Tr ∪ Te| is the number of documents in the dataset, and the
document frequency, DF (fi), is the number of documents that contain fi at least
ones. All feature vectors are normalized to unit length.

The algorithm consists of the following three steps:

– Clustering step: to cluster both the training and testing set.
– Expansion step: to augment the dataset with meta–features originated from

the clustering step.
– Classification step: to train a classifier with the expanded dataset.

2.1 Clustering Step

For the clustering step of the algorithm, we need to define the desired number
of clusters into which the dataset should be clustered. Results from experiments
[10] conducted on three widely used corpora (Reuters, 20Newsgroup, and We-
bKB) have shown an increase of performance of classification when the number
of clusters is equal to the number of the predefined classes. In traditional classi-
fication tasks it can be assumed that the classes correspond to topics, and there
is a one-to-one correspondence between the topic and the class under which the
1 http://www.bibsonomy.org
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data are classified. Moreover, the examples of a class are clustered together which
is logical since they share the same word distribution. So we can assume that
there is a one-to-one correspondence between classes, topics and clusters, and
use this information to define the desired number of clusters. In spam detection
on social bookmarking systems we can’t make such safe assumptions. Spam user
posts can deal with many different topics, there is a one-to-many correspondence
between the class spam and the topics of the posts that fall under it. So, the
number of topics can’t be determined beforehand. Hense, the number of clus-
ters to select is two: one cluster with the spam posts and one cluster with the
non-spam.

The CLUTOTM Clustering Toolkit [8] is used and a divisive clustering al-
gorithm with repeated bisections is selected for clustering both the training and
testing sets. In this method, the disired k–way clustering solution is computed
by performing a sequence of k − 1 repeated bisections. The dataset is first clus-
tered into two groups, then one of these groups is selected and disected further.
This process continuous until the desired k number of clusters is found. During
each step, the cluster is bisected so that the resulting k–way clustering solution
optimizes the internal criterion function

max
k∑

g=1

√ ∑

u,v∈Sg

sim(u, v) (3)

where Sg is the set of documents assigned to the gth cluster, u and v represent
two documents, and sim(u, v) is the similarity between two documents. The
generated set of clusters G = {G1, G2, . . . , Gk} consists of k non–overlapping
clusters.

2.2 Expansion Step

In the expansion step, each cluster in G contributes one meta–feature to the
feature space of the training and testing sets, i.e. k meta–features are created.
The weight of these meta–features is computed applying the TF*IDF weighting
scheme to the clusters. We consider that all the documents in a cluster Gj

share the same meta–feature mfj whose frequency within a document x of the
cluster equals to one, TF (mfj ,x) = 1, its document frequency equals to the
size of the cluster, DF (mfj) = |Gj |, and its inverse document frequency is

IDF (mfj) = log2

(
|D|
|Gj |

)
. Then by properly adjusting Equation 1 the weight of

mfj is defined by

W (mfj) = log2

( |D|
|Gj |

)
(4)
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2.3 Classification Step

Finally, in the classification step the SVMlight implementation of SVMs and
TSVMs is used. A binary classifier is constructed for the expanded dataset, a
linear kernel is used and the weight C of the slack variables is set to default.

3 A Performance Study

3.1 Experiment Settings

The empirical evaluation is done in two tasks created and published in the frame-
work of ECML/PKDD 2008 Discovery Challenge2.

– Task A deals with spam detection in social bookmarking systems. The goal
of this task is to learn a model which predicts whether a user is a spammer
or not. In order to detect spammers as early as possible, the model should
make good predictions for a user when he submits his first post.

– In Task B the aim is to support the user during the tagging process and to
facilitate the tagging. BibSonomy includes a tag recommender. This means
that when a user finds an interesting bibtex or bookmark and posts it to
BibSonomy, the system offers up to ten recommended tags on the posting
page. The goal is to learn a model which effectively predicts the tags a user
will use to describe his post.

The dataset provided consists of data, in the form of posts, collected from
2.638 active non-spam users and 36.282 spam users by manually labeling spam-
mers and non–spammers. It was devided in a training set which was provided
at the beginning of the competition, and a testing set which was released 48
hours before the deadline. Users’ posts are either bibtex or bookmarks. They
include all public information such as the url, the description, the title and the
user defined tags. The evaluation criterion prescribed by the competition is the
AUC value.

3.2 Results

Several experiments were conducted during the contest on the given training set
as well as after the publication of the true classification labels of the testing set. In
this paper only the results from experiments on the whole dataset are presented.
In all the experiments, the given dataset was pre-processed as follows. First, for
each user, all his posts, BibTex and bookmarks, were considered as one record
(feature vector), i.e. there were no multiple records per user as in the original
dataset. Then, different versions of this dataset were created. One containing
all public information including tags and urls, a second containing all public
information except from tags and urls, a third without the tags, and a fourth
2 Additional information can be found in http://www.kde.cs.uni-kassel.de/ws/rsdc08/
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without the urls. The reason for the different versions created was to examine
the impact of using tags and urls in the spam detection process. As stated in
[6] tags are considered as one of the ways that a spam user can use to corrupt a
bookmarking system. The more often a web page is submitted and tagged, the
better chance it has of being found. Spam users bookmark the same web page
multiple times and tag each page of their web site using a lot of popular tags.
According to this fact, we can hypothesize that a url is a serious indicator of a
spam user, whereas a tag is a deceptive one.

Also, we wanted to examine the effect of applying stemming and stopword
removal mechanisms to the dataset. A series of experiments was conducted in
this basis too. It should be noted that numbers, words with length less than two
and punctuation marks where discarded for all datasets. Finally, the TF*IDF
weighting scheme is applied and all users’ vectors are normalized to unit length.

The following experiment scenarios were conducted:

– case1 : the dataset is used without the tags and urls, whereas stemming and
stopword removal are applied .

– case2 : the dataset is used without the tags and urls, and stemming and
stopword removal are not applied.

– case3 : the dataset is used with the tags and urls, and stemming and stopword
removal are applied.

– case4 : the dataset is used with the tags and urls, whereas stemming and
stopword removal are not applied.

– case5 : the dataset is used without the tags, with the urls, whereas stemming
and stopword removal are applied.

– case6 : the dataset is used without the tags, with the urls, and stemming and
stopword removal are not applied.

– case7 : the dataset is used with the tags, without the urls, whereas stemming
and stopword removal are applied.

– case8 : the dataset is used with the tags, without the urls, and stemming and
stopword removal are not applied.

We applied our algorithm only on Task A. The results of these experiments
are presented in Table 1. To provide a baseline for comparison, results from the
standard SVM and transductive SVM (TSVM) classifiers are also presented. C-
SVM and C-TSVM correspond to the perfomance of an SVM/TSVM classifier
when it is used in conjuction with clustering according to our algorithm.

First of all, we can see that the C-SVM and C-TSVM classifiers perform
better than the standard SVM and TSVM classifiers. In all cases, the C-SVM
classifier has the best performance over the rest of the classifiers. The best result
of 98.96% is obtained when the tags and urls are both included in the dataset and
stemming and stopword removal are not applied (case 4). In almost all cases,
the application of stemming and stopword removal deteriorates performance.
The inclusion or not of tags and urls in the dataset also affects performance.
When tags and urls are both included in the dataset as in cases 3 and 4, the
classification performance is higher in contrast with the cases 1 and 2 where tags
and urls are excluded. Also, when tags and urls are used in turn as in cases 5 to
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Table 1. Results for Task A.

SVM C-SVM TSVM C-TSVM

Case1 96.01 97.56 96.56 97.60

Case2 96.66 97.31 96.59 96.60

Case3 97.71 98.84 97.90 98.10

Case4 97.03 98.96 97.62 98.61

Case5 97.22 98.68 97.36 97.87

Case6 97.05 97.83 96.96 96.99

Case7 97.12 98.58 97.16 97.80

Case8 97.01 97.21 96.66 96.94

8, we can see that the performance is better when urls are used whereas tags are
not used in the dataset. The results confirm the original hypothesis that stated
that a url is a serious indicator of a spam user, whereas a tag is a deceptive one.

4 Conclusions

We presented empirical results on datasets given in the framework of the ECML/
PKDD Discovery Challenge 2008 on spam detection in social bookmarking sys-
tems. On all experiments conducted, the clustering approach combined with a
SVM/TSVM classifier showed improvements over the use of a standard SVM/
TSVM classifier on its own. The applycation of stemming and stopword removal
mechanisms, revealed a deterioration in performance and their use is not encour-
aged in this context. Also, the results confirm the hypothesis that urls can be
considered as a serious indicator of spam users, whereas tags can be deceptive.

One limitation of our algorithm is that when a new user makes his first
post, the same procedure of clustering, meta–feature addition, and classifica-
tion, should be applied again for the whole dataset, a rather time consuming,
and computationally expensive process. A suggestion would be to use incremen-
tal clustering instead of the static clustering algorithm used now. Incremental
clustering is a method that deals with the problem of updating clusters without
frequently performing complete reclustering. This would be a more suitable way
for maintaining clusters in the typical, dynamic environment of spam detection.

Another issue about our algorithm is its rather naive approach to clustering
that may not capture all the meta–information possible hidden in the dataset.
More sophisticated clustering methods have been proposed in the literature that
focus on incorporating prior knowledge into the clustering process; conceptual
clustering, topic–driven clustering, just to name a few. These methods are based
in the idea that it is possible to use explicitly available domain knowledge to
constrain or guide the clustering process. In our case, the class labels of the
training set can constitute the domain knowledge and be used as guidance to a
clustering algorithm. This way, it can be reassured that the created clusters will
reflect the major concepts included in the corpus.

Other issues that can be further researched include the estimation and sta-
tistical basis of the optimum number of clusters and meta–features to be used.
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