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Bridging the Gap between Semantic Web and
Web 2.0 (SemNet 2007)

New kinds of highly popular user-centered applications such as blogs, folk-
sonomies, and wikis, have come to be known as "Web 2.0". The reason for their
immediate success is the fact that no specific skills are needed for participating.
These new kinds of tools do not only provide data, but also generate a lot of
weakly structured meta data. One perfect example is tagging. Here users add
tags to resources, which can be seen as a kind of meta data. Tags are supposed
to describe resources from the user’s point of view. Such meta data is easy to
produce, but it lacks any kind of formal grounding such as used in the Semantic
Web.

On the other hand, the Semantic Web complements the described bottom-
up effort of the Web 2.0 community in a top down manner as one of its central
points is a fixed vocabulary, typed relations, and a more formal knowledge repre-
sentation based on some kind of ontology. Users will typically have some concep-
tualization in mind when they provide their information, but for the researcher
this is hidden in the data and needs to be extracted to be useful. Techniques to
analyze network structures or weak knowledge representations like those found
in the Web 2.0 have a long tradition in different other disciplines such as social
network analysis, machine learning, or data mining. These kinds of automatic
mechanisms are necessary to extract the hidden information and to reveal the
structure in a way that the Semantic Web community can benefit from, and thus
provide added value to the end user. On the other hand the established way to
represent knowledge gained from the unstructured data can be beneficial for the
Web 2.0 in that it provides Web 2.0 users with enhanced Semantic Web features
to structure their data.

The aim of this workshop is to bridge the gap between the Semantic Web and
the Web 2.0 communities. Since both communities work on graph-structured
data, analysis methods from fields like social network analysis, graph theory,
machine learning, or data mining could form a link between those communities.
By bringing together researchers from different fields, we aim to achieve this
goal.

For this workshop we had 27 submissions of which we accepted 12. These
papers can be divided into two categories: position papers (4 papers, 8 pages
each) and full papers (8 papers, 12 pages each). The papers cover the full range
of Web 2.0 applications from tagging to wikis and propose the combination with
Semantic Web approaches. Some approaches integrate Semantic Web directly
into Web 2.0 applications. Other contributions borrow methods from social net-
work analysis, machine learning, and data mining to extract patterns from Web
2.0 data which then are connected to Semantic Web data.

One example is the system presented by Abbasi et al., which provides a
mechanism to organize resources by classifying the tags (or keywords) attached



to them into predefined categories. They propose a new classification algorithm
that does not require training data. Angeletou et al. believe that content retrieval
can be improved by making the relations between tags explicit. They propose
the semantic enrichment of folksonomy tags with explicit relations by harvesting
the Semantic Web, i. e., dynamically selecting and combining relevant bits of
knowledge from online ontologies. Basile et al. propose a smart tag recommender
able to learn from past user interaction as well as the content of the resources
to annotate. Brandes and Lerner analyze a network that arises from the fact
that Wikipedia articles undergo recurring editing. The goal of their paper is to
assess the meaningfulness of the co-revision network. Ding et al. propose in their
position paper an active semantic space as a showcase. Such a space is built on a
combination of Semantic Web, service agent, and Web 2.0 technologies. Heath et
al. present a methodology and algorithms that, by exploiting existing Semantic
Web and Web 2.0 data sources, help individuals to identify who knows what in
a social network, and who is the most trustworthy source of information on each
particular topic. Identification of the most trustworthy sources is enabled by a
rich trust model of information and recommendation seeking in social networks.
Herzog et al. examine and discuss the properties of metadata in social systems
(folksonomies) compared to metadata in semantic systems (ontologies). They
present an idea for creating a link between a folksonomy and an ontology in
order to combine the usability and flexibility of folksonomies with the precision
of ontologies for a semantic search application.

Lange argues that current semantic wikis lack scientific services because
domain-specific ontologies are not properly integrated. Thus he proposes the
basic architecture of a semantic wiki centered around an ontology of scientific
markup languages. Mitschick et al. address conceptual and technical issues of
Web search within community-built Semantic Web content to retrieve useful in-
formation for personal media annotation. Siorpaes and Hepp propose the use of
wiki technology in order to enable collaborative and community-driven ontology
building. Thus, users with no or little expertise in ontology engineering are given
the opportunity to contribute. Szomszor et al. investigate the integration of a
movie folksonomy with a semantic knowledge base about users and movie rentals.
Van Damme et al. argue that the social interaction manifested in folksonomies
and in their usage should be exploited for building and maintaining ontologies.
They then sketch a comprehensive approach for deriving ontologies from folk-
sonomies by integrating multiple resources and techniques. Overall these papers
show a wide range of contribution from more theoretical to experimental. We
believe that they built a very good basis for discussion and further research in
this emerging field of bridging the gap between Semantic Web and Web 2.0.



We thank the members of our program committee for their efforts to ensure
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Annett Mitschick, Ronny Winkler, and Klaus Meifiner

Dresden University of Technology, Department of Computer Science
Chair of Multimedia Technology, 01062 Dresden, Germany
{annett.mitschick, ronny.winkler, klaus.meissner}@inf.tu-dresden.de

Abstract. Appropriate annotation of documents is a central aspect of
efficient media management and retrieval. As ontology-based descrip-
tion of documents and facts enables exchange and reuse of metadata
among communities and across applications, the annotation of personal
media collections using Semantic Web technologies benefits from existing
(and evolving) information sources on the Internet. This paper addresses
conceptual and technical issues of Web search within community-built
Semantic Web content to retrieve useful information for personal media
annotation. After analyzing application scenarios, we introduce a generic
and extensible Semantic Web Search Component, which facilitates spe-
cific search configurations. As a sample application, we deployed the
component within our ontology-based media management system, in-
cluding evaluation and remarks on quantity and quality of search results
with regard to community-built Semantic Web content.

1 Introduction

Personal media collections comprehend knowledge representing context and in-
dividual view of the owner. This knowledge is the ultimate key for managing
digital media collections in a way that is suitable for human beings. However, to
enable applications to process and visualize navigation paths and arrangements
based on people’s knowledge, appropriate machine-processable descriptions are
needed. Semantic Web technologies [1], [2] provide opportunities to create and
share such ontology-based descriptions in a standardized way.

The question which arises is how those semantic descriptions could be gen-
erated or reused from existing information sources. To some extend informa-
tion about digital documents exists explicitly in the form of annotations and
metadata (for specific formats quite comprehensive and according to established
standards like ID3, EXIF, IPTC, XMP, etc.). On the other hand, a substantial
portion of knowledge results implicitly from the content itself (e.g. persons or
locations depicted in a photograph), the structure and characteristic features of
a document, etc. Machine Learning techniques and classification might solve the
one or the other issue. However, the safest way to acquire semantic information is



to ask the user to make contributions. With regard to the user’s comfort, manual
annotation should be limited to the most necessary, reusing existing information
on the local desktop or even on the World Wide Web.

In this paper we propose an approach to enhance annotation of multimedia
documents using semantic resource descriptions and ontology models found on
the WWW. The first part of Section 2 illustrates background and state-of-the-art
of ontology-based media management and media annotation, referencing relevant
related work. The second part addresses opportunities to search the Semantic
Web (in particular RDF-based user/community generated content) using Web
Services and crawler implementations. We also present a selection of use cases of
media annotation supported by Semantic Web search. Section 3 introduces our
Semantic Web Search Component, illustrated and evaluated in Section 4 using
a sample application. Finally, conclusion and outline of future work is given in
Section 5.

2 Ontology-based Annotation of Documents

Documents are or can be enriched with metadata and annotations in several
ways and on several levels. Chakravarthy et. al. [3] introduced five “dimen-
sions” of information associated with documents: resource metadata (e.g. cre-
ation date, author, etc.), content annotation (describing information within the
document), immutable knowledge (e.g. knowledge from dictionaries), informal
knowledge (e.g. knowledge not explicitly mentioned within the document), and
folksonomies (cf. Flickr! or Del.icio.us?). Following this classification, a couple
of solutions and applications for document annotation address the one or the
other “level”, depending on the used ontologies and concepts. However, most of
the work on ontology-based annotation (like CREAM [4], AKTive Media [3])
proceeds from the assumption that, before annotation, an appropriate ontology
has to be created or assigned as a description schema (top-down approach). If
this is left to the user, modality and sense of annotations depend on his/her
intension, which is even more difficult for non-ontology engineers.

Even if a lot of projects are dedicated to general “cross-media” annotation,
regarding supported application scenarios they either focus more on text resp.
Web content annotation (like Annotea [5]) or multi-media annotation (like M-
OntoMat-Annotizer [6]). In order to ease the manual effort of annotation, sev-
eral projects apply Information Extraction and Machine Learning techniques
to populate descriptions (in particular Natural Language Processing in case of
text documents). However, as annotations can hardly be automated completely
(regarding subjective information, fuzzy knowledge, etc.) the user should be en-
couraged to make individual contributions. In this regard, aspects of community
contributions and “social annotation” offer interesting opportunities. Bookmark
and tagging services enjoy growing popularity as their success particularly bases
on the low entry barrier [7].

! nttp://www.flickr.com
2 http://del.icio.us



Ontology-based annotation of private media collections could profit from
recent developments, not only restricted to the incorporation of folksonomies,
but in general through information sources from the current Semantic Web,
which will likely evolve with the help of the Web community and appropriate
applications.

2.1 Finding Semantic Web Content on the WWW

Dedicated Semantic Web search engines facilitate a focused access to Semantic
Web content. Their operating mode is similar to traditional Web search engines.
Thus, a Semantic Web search engine also consists of a crawler (“robot” or “spi-
der”), a database, and a search interface.

Crawling the Semantic Web is comparable to crawling the Web of HTML
content [8]. A crawler starts with some seed URLSs, downloads the correspond-
ing documents, analyzes each document to gather further URLs for crawling
and does context specific processing of the retrieved contents, like creating the
searchable entries in the database. The last steps are repeated until a stop cri-
terion is met (e.g. no more URLs to crawl, reached a predefined link depth, or
gathered a predefined amount of documents). In case of a Semantic Web crawler
the documents of relevance are those containing RDF-based data, and the goal of
discovering unvisited URLs from previously retrieved RDF data can be achieved
through evaluating statements with predicates which are capable of expressing
relationships between documents, like rdfs:seeAlso or owl:imports.

There are several standalone Semantic Web crawler implementations, which
can be used for purpose-built search engines or software projects. Some to men-
tion here are the crawler of the KAON framework [9], the Slug crawler [10],
and RDF-Scutter?. However, using a standalone crawler, exhaustive crawling is
needed to create a passably extensive database of Semantic Web data. This re-
quires considerable amounts of time, disk space, and Web transfers for collecting
and maintaining the data. Therefore, available search services like Swoogle [11],
which offers support for software agents via a REST interface [12], can be used
more easily in an application to profit from rich databases. Currently, Swoogle
has parsed and indexed more than 370 million triples from about two million
Semantic Web documents?. It allows search for terms, documents, and ontologies
(i.e. a subset of Semantic Web documents where the fraction of defined classes or
properties is significantly higher than the fraction of instances). A Swoogle query
is basically a set of keywords which should be found in the literal descriptions
of indexed documents, terms, or in the URIrefs of defined classes or properties.
A query initiated by a software agent is responded with an RDF /XML file con-
taining the ranked search results. Testing Swoogle showed that its strength is
more on the side of finding ontologies, than of finding documents with instance
data. Nevertheless, the major drawback of using a remote search engine within
applications is of course the dependency on its availability and maintenance,
which should be taken into account.

3 http://search.cpan.org/src/KIJETILK/RDF-Scutter-0.1/README
4 http://swoogle.umbc.edu/index . php?option=com_swoogle_stats



2.2 Using Semantic Web Content for the Annotation of Personal
Media Collections

A variety of media analyzing and information extraction tools (e.g. [6]) are able
to perform the task of extracting characteristic attributes and features (includ-
ing inherent metadata) from media documents for the generation of semantic
descriptions. As already mentioned, automatically extracted information might
not be sufficient enough for an appropriate description. In the following, we give
some conceivable use cases for the further refinement of basic, automatically gen-
erated information with the help of external resources, in particular retrieved by
the Semantic Web search component, introduced in Section 3:

Assigning terms or categories from a glossary or thesaurus: The user wants to
add a tag to a document to assign it to a category or concept. Actually, he is
not sure about the proper term and wants to use existing definitions (perhaps
a controlled vocabulary). He discovers a domain thesaurus on the Web (e.g.
a SKOS [13] based document), which contains suitable items to assign to the
document.

Referring to domain-specific descriptions of people, social events, communities,
projects, etc.: Analyzing components may extract - among others - the name
(family and given name) of the photographer from the metadata of an image. A
resource description of this person was generated but without further information
than the name literals. Searching the Semantic Web possibly returns a Friend-
of-a-Friend (FOAF) or vCard description of the person (or one with a similar
name). The user can decide to add the found resources to his model to extend
the description of the photographer. Moreover, some documents might be related
to resources, like events (e.g. a party, workshop, trip, etc.) or work projects. In
addition to his personal view and context, the user might want to link to external
descriptions maintained by a community.

Referring to a Web page with embedded RDF: Besides Semantic Web documents
containing pure RDF resp. OWL data, RDFa [14] annotated XHTML documents
could as well provide relevant resource descriptions, e.g. published events, con-
tacts, etc. In addition to the previous use case, the user might want to keep the
link to the annotated Web page containing the retrieved information.

Adopting domain specific description schemes: The basic ontology model might
not be sufficient enough to describe special issues, regarding diverse interests,
profession, and background of users (e.g. detailed interest in wine, zoology, clas-
sical music, etc.). A keyword-based search might lead the user to an appropriate
ontology on the Internet which he could adopt.

Improve information extraction from text documents: The results of Named-
Entity-Recognition (NER) in text documents could be qualified by semantic
search results, i.e. tagging person names, addresses, locations, events, etc. within
the document depending on found entities on the Semantic Web.



According to these and other identified application scenarios, we finally de-
rived the following concepts of information reuse within the context of annota-
tion, each with increasing complexity:

Tagging: Assigning tags to multimedia content (or generally any resource in the
model) is probably the easiest way of information integration and does not nec-
essarily require substantial adjustment of the ontology model. The RDF vocabu-
lary [15] provides built-in utility properties for linking between general resources.
One of those is rdf:seeAlso, which could be used as a simple tag relation between
two rdfs:Resource instances. A better representation of the semantics of tagging
might certainly be the definition of a tagging vocabulary (hasTag, taggedBy, etc.)
to combine benefits of a controlled vocabulary with those of social tagging.

Referencing external objects: Found resources on the Web might be inte-
grated as objects of a defined property if they fit in the required range, i.e. the
same class or subclass. The practical application of this option depends on the
constraints within the used ontology model. Proprietary object types of course
complicate the creation of semantic nets to external resources.

Instance mapping: In the case of instance mapping, attributes and data of
the retrieved resource are “translated” to slots of the target resource. Therefore,
adjustment of the ontology model is not needed. Hints how to solve concrete
mapping problems should be given by the user.

Refinement (specialization): A specialization of classes within the ontology
model using retrieved class definitions or class definitions of retrieved instances
might be useful. In the concrete application scenario the user introduces this
subclass relation with a retrieved instance. He wants the target instance to adopt
its properties, but keep the existing class definition unaffected. The retrieved
class is incorporated into the ontology model as a copy and defined as subclass
of the target class. The target instance is altered to an instance of the new class.
Thus, existing relations to the instance are still valid.

Instance and schema adoption: The most complex scenario of information
reuse from retrieved resources is the extension of the ontology model with both
instances and their according schema. The user wants to incorporate a resource
as object of a newly defined property of an existing resource. Thus, the ontology
model has to be extended with the new property and a local copy of the adopted
class.

Please note, that all of these concepts refer to crawled data in general,
which could be downloaded from the Internet to local disk or used without
local caching. Thus, as models, once retrieved, could change or get lost, cached
data becomes obsolete, but without caching statements might become invalid.
Therefore, its left to the developer to find a reasonable compromise.



3 Semantic Web Search Component (SWSC)

Based on the study of existing Semantic Web search solutions and use cases (see
Sections 2.1 and 2.2) we developed a Semantic Web Search Component (SWSC),
as depicted in Fig. 1. The SWSC is designed to extend applications of Seman-
tic Web technologies with search functionality, including search for ontologies,
documents with instance data, and terms. Instead of creating our own crawl-
ing infrastructure, we decided to reuse existing Web search services in the form
of meta-crawling. As it seemed advisable to reduce the dependency on a single
service, we provide an extensible meta-crawler concept (cf. Fig. 1), facilitating
dedicated Crawler implementations handled by a central CrawlerManager. The
main idea of this approach is a generic interface (WebSearchInterface) which
accepts search requests and forwards them to the registered crawler implemen-
tations. A more detailed description of the search requests is given below in
Section 3.1.

Application

requestTresults
Query WebSearch Results
Factory Interface Formatter ’
query format WEvaearch
profiles profiles ) Service
Crawler
Manager L Crawlerl N Web Search
o Service
[ Cawierz REEERP

Cache INEHEEYE @
websearch

Fig. 1. Search concept and integration of the SWSC.

After processing the search task, each crawler implementation produces an
initial result set of potential document URIs found on the WWW (i.e. indexed
by the inquired Web service), which are evaluated in the following according
to the given search criteria. To achieve the required Web communication, the
NetRetrieve-component, offering multi-threaded downloads with local caching
capabilities, was implemented. The CrawlerManager removes duplicate results, if
documents have been found by several Crawlers, and applies the predefined filters
of the Query object to the result set. The ResultsFormatter finally generates
an adequate representation of the search results to be returned, according to
specified “format profiles” (i.e. templates for XML, XHTML, or RDF response).

Trying to harvest community-built Semantic Web content, we decided to
combine a dedicated and a general purpose search engine to achieve a better
coverage, regarding the identification of potential instance data. Currently our
SWSC implementation makes use of the publicly available Web interface of the



Semantic Web search engine Swoogle in combination with the general purpose
Web search service of Yahoo!. As a matter of course, Swoogle’s strength is the
dedicated and exclusive access to Semantic Web content (ontologies, documents,
and terms) which has already been evaluated and ranked. As mentioned before
in Section 2.1, Swoogle’s ability to supply instance data is relatively limited.
Although the coverage of Yahoo! is estimated to be smaller than that of Google®,
we decided to work with Yahoo! as Swoogle itself already applies Google-based
meta-crawling for its index [16].

3.1 Defining Search Requests and Results Filtering

Needless to say, requests to the Web interfaces of the search engines have to con-
form to the required query syntax and parameters. The implemented Crawlers
serve as wrappers for the request specification and reception of results from
the according Web interface. A general Query object is used to retain the
implementation-independent query parameters and filter definition. The query
string itself consists of keywords to be searched for. Additionally, different kinds
of filters could be attached to a query to constrain the search. All these filters
can be operated as blacklists or whitelists, allowing conjunction or disjunction.
Currently, we use a host filter to include or exclude results from specific hosts, as
well as a file type filter to restrict the result set of documents, a namespace filter
which can be used to test if an RDF-model relies on a specific vocabulary, and
a filter that checks terms whether they fulfill certain criteria (if they are class
or property, or subject/objects of a specific statement). In general, the filters
are applied in this order. Although not all of them can be mapped directly to
the query syntax of the Web search interfaces®, they are used to evaluate the
retrieved documents locally to determine in more detail whether they match the

query.

additionalKeywords

FileType
Filter

Namespace
Filter

TermType
Filter
Ontology
Query TermName
Filter

Fig. 2. Query profile ontology. For each filter (combined by conjunction) a set of re-
stricting values (e.g. URLSs) can be specified and combined by disjunction or conjunc-
tion (disjunction=true/false), and as whitelists or blacklists (accept=true/false).

accept
conjunction

® http://blog.searchenginewatch.com/blog/050517-075657, May 2005
5 e.g. using file type restriction within the Web query with wri: (Swoogle) resp. orig-
wnurlextension: (Yahoo!)



Based on the requirements for a general query definition we created a purpose-
built ontology for the Web query specification (an extract is given in Fig. 2).
Thus, we are able to instantiate some sort of “query profiles” as instances for
specific application scenarios (people search, schema search, etc.), which can be
loaded by the QueryFactory to instantiate the appropriate Query object.

To prove applicability of Semantic Web search within the context of per-
sonal media annotation, we integrated the SWSC into our ontology-based media
management system, which we illustrate in the following.

4 Semantic Web Search within the K-IMM
Ontology-based Media Management System

This work is based on the results and implementation within the K-IMM (Know-
ledge through Intelligent Media Management) project, which provides a system
architecture for intelligent media management for private users (i.e. semi- or non-
professionals) [17]. The intention of this project is to take advantage of ontology
engineering and Semantic Web technologies in such a way that users without
particular skills can interact intuitively and without additional cost. Therefore,
the system comprises components for automated import and indexing of media
items (of different type) as background tasks [18]. A conceptual overview of the
overall architecture of the K-IMM System is depicted in Figure 3.

%ﬂhﬁ@

SWSC «—]

-------- 2 KIMMMedialmporter <

Media i
Repository UserContainerManager
Image- Speech- Text-
Analyzer Analyzer Analyzer A i
ggregation
i —>| <>
Location || Media media Component KIMMModel %
service player

i Context |
eMail t ContextModelManager | Jena RDF Framework RDF/OWL
client Provider context model - »

Eclipse Equinox OSGi Framework

websearch KIMMDataAccess

Fig. 3. The overall K-IMM System architecture.

All of the components are realized as plug-ins (bundles), according to the
OSGi specification [19], and developed and run within the Eclipse Equinox ex-
ecution framework. Thus, further plug-ins for specific media type analysis and
processing or advanced components for visualization can easily be added to the
system, and can be started and stopped dynamically at runtime. Hence, it is
possible to run the system e.g. just for image management (starting only image
analyzing and image semantics deducing components), or only with low-level



indexing (without semantic modeling), if desired. The media analyzing compo-
nents extract available properties and features and pass them to the knowledge
modeling components. In our prototype implementation RDF and OWL pro-
cessing, storage and reasoning is based on the Jena Framework” including the
Jena Inference Support. Further components, which are also not subject of this
paper, comprise context aggregation and modeling.

4.1 Example: People Search

We set up a purpose-built graphical user interface (presented in Fig. 4) which
shows the collection of documents (in this case images and text documents)
managed by the underlying K-IMM System on the left, and extracted semantic
entities (class instances based on our media management ontology) in the mid-
dle. In this example, the semantic entities were generated from people’s names
and locations, detected in the text documents using Named-Entity-Recognition
methods and in metadata of the digital photographs. While the test set of text
documents have been collected from the Internet and local desktop, the pictures
were recent uploads at Flickr we downloaded via Flickr Web API. Thus, we could
obtain Flickr users’ names (i.e. first names, family names, and nicknames), EXTF
metadata, and in some cases also location information from “geo-tagged” photos.

The semantic entities are represented in a categorized list. Clicking on the
person entries starts the type specific Web search. Requests to the Web ser-
vices were associated by default with the restriction to the appropriate file types
(FileTypeFilter) and hosts (HostFilter) to limit the size of the initial result set.
Additionally, we restricted the retrieved results from Swoogle even more, pass-
ing namespace filtering parameters (ns:foaf, etc.), which is of course not possible
with Yahoo!. If exact match of the search phrase fails in a first try (initial query
to the engine), the SWSC automatically retries the keywords with logical dis-
junction, to broaden the initial result set a bit, and leave further filtering to
the document and term filters after download. We learned that this approach
worked best in our case, although in most cases search results are “only” similar
to the person we searched for (cf. Fig. 4: in this example we searched for “Mike
Reinfeldt”. After exact match failed, the SWSC broadens search to find similar
names, in this case resulting in a set of other “Mikes”).

The potential search results are represented in a list on the right side. Their
representation is generated by the ResultsFormatter (mentioned in Section 3),
which in this example returns a type-specific XHTML representation of the
found people descriptions (mostly FOAF documents, their possibly contained
foaf:depiction entries are used here to give a visual representation of the person).
Clicking on other types of entities (e.g. a place) passes other types of search
request to the SWSC, resulting in a specific Query object with according filter
configuration (e.g. searching within address fields of vCard documents).

" http://jena.sourceforge.net/



Fig. 4. Screenshots of the test search prototype, showing the results of a search example
on the right.

4.2 Evaluation

Regarding the approximate usage of Semantic Web documents®, foaf (http://
xmlns.com/foaf/0.1/), veard (http://www.w3.org/2001/vcard-rdf/3.0#),
and bio (http://purl.org/vocab/bio/0.1/) are probably the most promising
namespaces to find instance data describing people. Thus, people search was
configured with an according NamespaceFilter white list and a collection of
TermNameFilters to evaluate whether found resources correspond to a person
description (“name”, “given name”, “nick”, “surname”, etc.). To test and refine
the settings of our query profile we ran a series of queries in batch mode based on
a list of named entities (500 person names, i.e. first and last names), originally
used for Named-Entity-Recognition. In doing so, we logged the number of initial,
blocked, and accepted results, as well as the cause of the rejection, to get an idea
of the quantity and quality of Semantic Web search with our implementation.
As to be seen in Fig. 5, aside from a few outliers, Swoogle returns - on average
- a smaller initial result set, but with an overall higher value (less parse excep-
tions). Results from Yahoo! are more often blocked because of invalid content
(non-RDF data). In general, document (namespace) and term filters restrict the
result sets in both cases the most, as found search strings very often occur in

® http://ebiquity.umbc.edu/blogger/100-most-common-rdf-namespaces/
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non-specific comments or labels not related to people descriptions. The analysis
results are certainly quite evident, as Swoogle is much more dedicated to Seman-
tic Web documents and uses a combination of Google meta-crawling, bounded
HTML crawling, and RDF crawling [16]. On the other hand, we observed that in
some cases Yahoo! retrieved documents which Swoogle did not find. Please note,
that the application of less restrictive filters directly increases the number of
accepted search results. That means, a quite high percentage of documents was
actually usable Semantic Web content (available and valid RDF-based data), but
blocked due to namespace or term filters for this special application scenario.
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Oaccepted
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not available < parse exception o blocked (filters) o accepted  Eexclusive (not found by other engine)

Fig.5. An analysis of the results retrieved from Swoogle (a) and Yahoo! (b). On the
left: absolute quantity (based on 500 people queries in March 2007, sorted along the
x-axis with increasing number of initial results). On the right: relative distribution of
the results quality. The ezclusive results show, that the accepted result sets are almost
disjoint.

However, there is of course a difference between tests (random lists of common
named entities) and a real-world scenario of personal media annotation. People’s
social context is very individual, but in generally also more networked and inter-
linked (contacts and relationships). Thus, a general search within the range of
the WWW would often fail (esp. regarding language difference). Instead, dedi-
cated connections to community platforms (exploiting social networks), adjusted
host filters, and specialized crawler implementations (e.g. using dictionaries for
synonyms or different notations) should be used - which can be done within our
SWSC.

In fact, today’s WWW is still sparsely populated with Semantic Web con-
tent. Hence, search results are often not as expected. On the other hand, current

11



results are quite promising and show that user generated Semantic Web content
(pushed by RDF-enabled community portals) is already retrievable and applica-
ble. With a growing amount of Semantic Web content the developed SWSC can
be configured to do more sophisticated filtering and ranking of obtained search
results, e.g. using combined TermName- and TermTypeFilters to reduce false
positives.

5 Conclusion and Future Work

In this paper we discussed Semantic Web search opportunities and their benefits
within the context of the annotation of personal media collections. For that pur-
pose we identified use cases of information search and integration, and developed
a Semantic Web Search Component (SWSC) as a generic plug-in for various ap-
plications, using a combination of Web search engines for meta-crawling. As a
particular usage scenario we presented a people search application with graph-
ical user interface, based on our K-IMM media management system. Finally,
we evaluated the search results of the implementation to show the particular
benefits of this approach.

Our general approach allows further integration and extension of crawling
implementations (e.g. to harvest community portals) for various scenarios and
requirements with the help of customized query profiles and formatting rules.
The current difficulty of our approach is basically the lack of valid and rich
Semantic Web content indexed by available Web search engines. However, our
component is capable of further application-specific refinements to use special-
ized or purpose-built Web services in combination, to extend the coverage of
Semantic Web search. Furthermore, we think that Semantic Web content will
increase in the next years with the help of communities and appropriate ap-
plications. Thus, our search component will support people and applications in
discovering useful information resources in a growing Semantic Web.

Target of our future work will be the implementation of alternative connec-
tions and interfaces to other search engines or information sources to broaden the
potential search results. As our evaluation shows, people search would certainly
work much better with a dedicated FOAF search engine which collects FOAF
data following foaf:knows links. Moreover, we are about to extend the developed
component to realize different scenarios of information reuse, as we described
in Section 2.2, e.g. search for public events, conferences, etc. We will also test
proactive search scenarios and their benefits to users, which yet necessitates an
acceleration of the evaluation and formatting of search results. Therefore, our
current prototype already stores - in addition to the mentioned caching mech-
anism - lists of accepted documents which have been retrieved and evaluated
beforehand in a background task.
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Abstract. With the success of social applications like Flickr, del.icio.us
and YouTube, social software has become the focus of several research
initiatives. Especially the idea of combining social and semantic aspects
has been recently gaining significant attention in the semantic web com-
munity. In this paper we research and discuss the properties of metadata
in social systems (folksonomies) compared to metadata in semantic sys-
tems (ontologies). We then present our idea for creating a link between
a folksonomy and an ontology in order to combine the usability and
flexibility of folksonomies with the precision of ontologies for a semantic
search application. Our approach is motivated by the requirements of the
OnTourism project, which has the goal of creatng a document repository
which benefits from both ontology and folksonomy metadata.

1 Introduction

"Web 2.0”, a term coined by Tim O’Reilly, has become a much debated topic
in the web community. O’Reilly defines ”Web 2.0” as platform of (web-based)
software that incorporates user participation and ”gets better the more people
use it” [13]. With the remarkable success of social applications like YouTube,
this idea has gained significant attention from the scientific community.

The strength of social applications is that they are easy to use and can
generate massive amounts of metadata through an implicit community effort.
However, these metadata are semantically not clearly defined and not suitable
for reasoning or similar tasks. In this paper we explore the properties of social
and semantic metadata. We also present our ideas for how to find relations
between the two, based on their observable use in describing documents. Our
work is motivated by the OnTourism project, which has the goal of creating a
document repository that makes use of both semantic and social metadata.

The paper is organised as follows: In section 2 we review social and semantic
metadata and give a comparison. In section 3 we present the OnTourism project
and our ideas for a social semantic document repository. This is followed by a
review of related work in section 4 and, finally, section 5 concludes the paper.
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2 Comparing Social and Semantic Metadata

Folksonomies With the rising popularity of applications like Flickr*, del.icio.us®

and YouTube®, social software has become a research topic. We think the two
most important reasons for the high user acceptance of social software are:

1. Low entry barriers — Successful social tools like Flickr make it as easy as
possible for the user to participate. Time, effort and cognitive cost required
to use the system are minimised [9].

2. Instant and delayed gratification — The tools we examined exhibit patterns
of what Ohmukai et al describe as instant gratification and delayed gratifi-
cation [12]. Instant gratification is the direct and egoistic benefit users draw
from using the system (i.e., organising their photos or bookmarks). Delayed
gratification is the added value generated by the community.

Social software places an emphasis on users assigning freely chosen keywords
to shared objects. While this is not a new idea, the novel aspect is that not only
the author but, to a varying extent, also other users can assign keywords to an
object. The tags (keywords) applied by users constitute an emergent vocabulary
for which the term Folksonomy has been coined by Thomas Vander Wal [15].

A folksonomy in this sense is a set of terms, which from a mathematical point
of view can be seen as a tripartite graph with hyper-edges, consisting of (user,
tag, object) triples. The distribution of the tags follows a power law curve as
Vander Wal points out in [16]. Figure 1 shows the tag distribution of a sample of
approximately 200.000 tag usages from the del.icio.us folksonomy. The horizontal
axis represents the approximately 1000 tags which are used at least 20 times.
The vertical axis shows how often each tag is used.
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Fig. 1. Tag distribution of a sample from the del.icio.us folksonomy.

The direct benefit of folksonomies lies in making meaningful metadata avail-
able in an implicit community effort. This is especially true for systems like photo

4 A web application for sharing photos. See http://www.flickr.com/
5 A web-based social bookmarking tool. See http://del.icio.us/
6 A web application for sharing videos. See http://www.youtube.com/
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or video platforms, which are not amenable for text search methods. While the
applied tags do not yield explicit semantics, they have the inherent benefit of
”speaking the user’s language”, which is hard to accomplish by top-down on-
tology engineering. Furthermore, folksonomies conserve minority expressions.
When regarding the power law distribution, the most common (”strong”) tags
represent the major ”desire lines” of the emergent vocabulary. However, the long
tail of seldom used tags can contain highly specific terms, making the tagged
objects amenable to being found by more unusual expressions.

Ontologies The semantic web initiative pursues the goal of creating data and
metadata in such a way that not only humans but also machines can make use
of it. The idea is that the meaning of the data should be expressed in a format
which enables it to be processed by computers. Towards this goal, most systems
make use of ontologies to describe their data or metadata. An ontology is a
model of a real-world domain. This model specifies the most important concepts
of that domain, their attributes and relations between concepts.

A particular usage of ontologies found in many semantic systems is the task of
inferring new knowledge from facts and rules expressed in an ontology language.
Another common task is the execution of search queries on data represented
in an ontology language to retrieve semantically meaningful search results. The
combination of both leads to semantic search applications that make full use of
ontologies in order to provide complete and relevant answers to user queries.

Comparison Folksonomies and ontologies are targeted towards very different
applications. In a direct comparison (see table 1), it becomes apparent that
ontologies are more suitable for situations where a precise description of data
is required and the cost of metadata creation is not an issue. Folksonomies on
the other hand perform better when large quantities of metadata are required,
where the metadata’s precision is not of predominant importance.

3 OnTourism

Our idea of combining folksonomy and ontology metadata is motivated by our
current work on the OnTourism project. The main goal of OnTourism is to
implement a semantic search functionality on a call centre’s existing document
repository. The repository contains MS Word and PDF documents which are
created by the call centre agents. The expected value of semantic search in this
environment is that customer requests can be answered more quickly and more
precisely. However, the intended users of the system are not experts in using
ontologies, therefore, a social approach will be utilized in order to complement
the semantic search function and make the ontology more accessible for the users.

Two kinds of metadata will be employed to desctibe the document’s contents
and target audience — free user selected keywords (tags) on the one hand and
entities of a defined ontology on the other hand. In order to combine the advan-
tages of the ontology and folksonomy metadata, statistical methods will be used
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Folksonomy Ontology
Structure flat hierarchical structure
Creation by users during the act by ontology experts
of using the system at a given time
Synonyms no synonym control synonym control possible
Precision low precision high precision
Flexibility high flexibility low flexibility
Creation Cost | low, created by users  high, created by experts
Change highly dynamic, rigid, often has to be recreated
changes constantly to accommodate change
Usability no expertise required  requires proficiency in handling
Vocabulary users vocabulary experts vocabulary
Scalability works better in a works better in a
large scale small scale

Table 1. Comparison between folksonomies and ontologies (based on [1])

to find probable relations between folksonomy tags and ontology elements. Also,
the search functionality itself will be a combination of the results of a semantic
search utilising ontology reasoning and a search on the folksonomy tags.

3.1 User Driven Metadata — The OnTourism Folksonomy

Users of the system can add tags through a social bookmarking system. The
incentive for adding tags is that the bookmarked documents can be found by
searching for the assigned tags, which are the ones that for the user best describe
the document. This contributes to the idea of "keeping found things found”, i.e.,
being able to quickly re-find documents once discovered.

The main problem we face is the low number of users. In the call centre,
approximately 15 people work with the document repository, limiting the user
base. Through the annotation by the document’s author, we make sure that each
document is tagged at least by one person. However, in the call centre’s set-up
we must assume that many documents will be tagged by the author only and
that even more popular documents receive tags from five or less users.

Another problem folksonomies as flat collections of terms face, is synonym
control. People can use different tags with the same meaning (e.g., ” Apple”
vs. "Mac” vs. "Macintosh”). We do not seek a solution for synonym control in
folksonomies, but rather intend to provide strong feedback to the user at the time
of entering tags. When entering a keyword, the user will be given suggestions of
likely matching or likely related folksonomy terms in real time. In this way we
hope to achieve a quick convergence of the vocabulary.

3.2 Structured Metadata — The OnTourism Ontology

In addition to the approach of enriching the application with a social bookmark-
ing functionality, a metadata ontology allows for the annotation of the docu-
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ments on a more sophisticated and less ambiguous level. This ontology is aimed
towards capturing the concepts and relations of the tourism domain as precisely
and completely as required for our scenario. A semantic query engine enables to
extract more accurate information than regular query engines that solely rely
on information retrieval on a purely syntactical level or on unstructured tags.
The actual structure of the ontology is designed towards enabling the cre-
ation of an easy to use user interface, both for the process of annotation and
for the semantic search component. Within the OnTourism project a close col-
laboration with Osterreich Werbung” makes it possible to build the data model
based on expert domain knowledge. Initially, the ontology broadly covers the
tourism domain in low depth and the domains of special importance to the call
centre application in more detail. A basic vocabulary for spatial-location related
information such as the Basic Geo Vocabulary® is being considered to be incor-
porated into the ontology. One of the goals of this approach is to use the system’s
reasoning facilities in order to improve the output of location-related queries.

3.3 The Link between Social and Semantic

In the OnTourism system both ontology and folksonomy metadata will be in-
corporated. The ontology metadata provides the benefit of enabling a semantic
search engine to find precise results and to apply reasoning procedures on the
metadata. The folksonomy metadata provides the benefit of generating meta-
data in terms of a user-driven emergent vocabulary. Our goal, however, is to find
relations between the folksonomy and the ontology metadata in such a way that
in the overall system the strengths of both are emphasised.

We do not intend to combine the folksonomy and ontology metadata directly,
but instead utilise the statistical relation between folksonomy tags and ontology
elements, eventually using the folksonomy to enhance the usability of the on-
tology. Furthermore, semantic search results and the results of a search for tags
will be merged into a combined search result.

From the analysis of the co-occurrence between folksonomy terms and ontol-
ogy elements on single objects, we obtain a ”statistical mapping” between the
two types of metadata. The goal in extracting these relations is to find for any
given tag from the folksonomy the most likely related entities from the ontology.

The user interface for annotating documents will utilise the folksonomy in
order to help the user to find desired ontology elements. When entering keywords,
the user is presented with suggestions for already existing tags. Once a user
chooses such a tag, suggestions are presented for ontology elements most likely
related to the keyword by the "mapping” discussed above. An ontology browser
will enable the user to select ontology elements not suggsted yet.

Ontology elements which the system suggests may actually be only weakly
related to the selected tag, but any useful suggestion improves the usability of
the ontology. Moreover, if the suggested elements are not semantically related

" The Austrian national tourism organisation.
8 Basic Geo (WGS84 lat/long) Vocabulary, http://www.w3.org/2003/01/geo/
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then they may still be thematically related. In this way the suggestions may
be useful for the user as a recommendation (e.g., a user who entered the tag
”skiing” might also want to add the ontology element labelled ”Mountain”).

Mapping Folksonomy to Ontology The algorithm for relating ontology el-
ements to folksonomy tags will be one of the main outputs of the OnTourism
project. We shortly present some first ideas for this algorithm.

A standard relatedness measure like the jaccard coefficient [11] or cosine
similarity [2] can be selected to define the relatedness between tags based on
their co-occurence on documents. A similarity between ontology elements and
folksonomy elements will be constructed equivalently.

However, considering the network of related tags from the folksonomy, con-
nected by edges weighted with a relatedness measure as described above, we can
extract a hierarchy of clusters and sub-clusters using network analysis methods.
For example a specific approach towards this goal is described in [6]. For each
cluster of tags in this hierarchy we compute the relatedness to a given ontology
element as the sum of the relatedness to the individual tags in a given cluster.

Having done so, we can refine the list of related ontology elements for a given
tag by going up along the hierarchy of clusters, adding the ontology elements
related to the (bigger) parent cluster with a decreasing weight. In this way
ontology elements directly related have a higher weight than ontology elements
related by the increasingly fuzzy clusters. Through this procedure, more ontology
elements are added to the list of candidates to be suggested to the user. This is
especially useful if only few ontology elements co-occur with a given tag.

Those suggested ontology elements actually selected by the user are very
likely to have a strong relation to the tag entered by the user. Therefore, the
user’s choice should strengthen the statistical relation between the tag and the se-
lected ontology element. We are currently investigating how this is best achieved.

3.4 Social Semantic Search

In the OnTourism system, searching for documents will be a combination of
semantic search, search on folksonomy terms and full text search. The three
search methods can be executed in parallel, with the complete search result
being a weighted combination of the three separate (possibly empty) result sets.

Semantic Search — As described above, the semantic search application will
provide a graphical interface that allows the user to select concrete objects and
attributes from the underlying semantic data model. The actual parameters
entered through this interface are then translated into the corresponding formal
query, which is then performed on top of the ontology storage component. This
semantic search is expected to yield results of a precision not achievable by
performing the query upon potentially ambiguous tags.

Folksonomy Search — The second component is the search for documents
annotated with specific tags. Where semantic search may fail to retrieve some
relevant documents by being too restrictive, searching for folksonomy terms can
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provide more generous results while still being relevant for the annotated doc-
ument. Search and ranking in the folksonomy metadata will be based on the
FolkRank algorithm introduced in [5]. The results of the search on folksonomy
metadata will have a lower weight than those of the semantic search.

Full Text Search — The results of full text search will also be considered in
order to make sparsely annotated documents retrievable. The weight of the full
text search will be considerably smaller than that of the other two methods.

4 Related Work

Several works are being investigated towards the goal of achieving a synergy
between social and semantic applications. These works mainly follow one of
two approaches [14]: adding more precise semantics to social systems or using a
community of users to enhance semantic software.

Examples for adding more semantics to social systems include the idea of
semantic enrichment of tags in weblogs [4] or, more generally, the idea to extend
the (object, tag) graph of a folksonomy towards an (object, ontology node, tag)
graph [7]. Examples for attempts to add some of the benefit of folksonomies to
ontologies include ideas to extend ontologies in a folksonomy-like approach [3]
or to add multiple labels to ontology nodes, an idea formulated by Maedche [8].

Another line of works is concerned with extracting semantic relations from
folksonomies. While the extraction of complete ontologies from folksonomies ap-
pears to be a rather less explored area, there are several works towards extracting
at least basic taxonomies from folksonomies [6, 10, 17].

5 Conclusion

Social and semantic software each have their own strengths and weaknesses.
Social software is based on a low effort for the individual user in participat-
ing. Such systems can generate massive amounts of meaningful metadata. These
metadata, however, are neither structured nor controlled. Ontology-based meta-
data on the other hand has a clear semantic meaning. Creating such semantically
rich metadata, however, is expensive in terms of the annotation effort.

In this paper we presented our idea of social semantic document repository,
motivated by the requirements of the OnTourism project. In this repository,
documents will be annotated with both user defined keywords from an emergent
vocabulary (folksonomy) and with metadata from an ontology’s vocabulary.

We intend to find relations between the tags and the ontology elements, iden-
tified through correlations of the two kinds of metadata when used to annotate
single documents. We will use these relations in order to make the ontology more
accessible for the users through an appropriate user interface.

Furthermore, in order to search for documents, we will combine the results
from search on folksonomy metadata and from a semantic search engine. In this
way the search application benefits from both the precision of the ontology and
the flexibility of the folksonomy generated by the social component.
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Abstract. Collaborative tagging systems are harnessing the power of online
communities, making the task of knowledge contribution more attractive to a
broader audience of Web users. In particular, social bookmarking systems have
shifted the organization of bookmarks from an individual activity performed on
a personal desktop to a collective endeavor over the Web. In such a context,
suggestive tagging has proved to be helpful in consolidating the usage of tags,
leading to a quick convergence to a folksonomy.

In a social bookmarking system, users' annotations can be regarded as a reliable
indicator of interests and preferences. A recommender system is able to learn
user interests and preferences during the interaction in order to construct a user
profile.

In this paper, we propose a smart tag recommender able to learn from past user
interaction as well as the content of the resources to annotate. The aim of the
system is to support users of current social bookmarking systems by providing a
list of new meaningful tags. The proposed system is based on ITem
Recommender, a content-based recommender previously used in a Digital
Library scenario.

Keywords: collaborative tagging, folksonomy, recommender system, semantic
web, user profile, suggestive tagging, social bookmaking

1 Introduction

Since Tim Berners-Lee's inceptive Semantic Web vision [2], online communities
have taken an active role in the task of knowledge contribution on the Web. Users are
no longer passive information consumers, but active participants working in close
collaboration to create new content and share it, using the Web as the underlying
platform. The phenomenon of Web 2.0! has led to the development of several tools
which have succeeded in making this task more attractive to a broader audience.

1 Tim O’Reilly: What is Web 2.0. Design Patterns and Business Models for the Next
Generation of Software. http://www.oreillynet.com/pub/a/oreilly/tim/news/2005/09/30/what-
is-web-20.html, 2005.
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Powerful tools for lightweight metadata creation, such as collaborative tagging
systems, harness the power of virtual communities and have been shown effective in
gathering quickly large amounts of information directly generated by users.

Collaborative tagging systems, also known as folksonomies [8], allow people to
organize a set of resources, annotating them with tags via a web-based interface.
Unlike top-down centralized approaches, folksonomies have revealed a noteworthy
ability in adhering to the personal way of thinking [7]. The opportunity of using free
tags with no restrictions allows users to express their own perspective on the
annotated resource. Therefore, these annotations can become a reliable indicator of
interests and preferences of active participants in such systems.

On the other hand, recommender systems [5] are able to learn user interests during
the interaction in order to construct (and update) a user profile that can be later
exploited for information filtering. A recommender system can be improved by the
sheer size of the content available on the Web and the diverse expectations of its user
base. Web applications need to combine all available knowledge in order to provide
personalized and user-friendly services. Over the years, personalized Web
applications and services have been developed, which exploit Web Mining
technologies to discover shallow patterns hidden within masses of transactional,
navigational, and content-structural data. In addition, knowledge-based recommender
systems are able to exploit domain knowledge by integrating domain ontologies.

We think that combining the strengths of Web Mining with the benefit of deeper
semantic and the attractiveness of collaborative tagging systems can be a first step to
bridge the gap between Semantic Web and Web 2.0.

In this paper we propose an approach to improve an existing recommender system
with the purpose of exploiting the information about users’ interests provided in form
of tags by del.icio.us?, the most popular social bookmarking system. Our aim is to
support users of current collaborative tagging systems by providing tag
recommendations based on both the annotations already performed and the content to
annotate. The contribution is twofold: A semantic suggesting feature in a social
bookmarking system can foster the tag convergence, useful for example to limit the
synonymy issue; furthermore, suggesting meaningful tags to a user according to the
interests stored in her profile can significantly improve the user experience,
augmenting the number of active participants in the collaborative system.

The remainder of the paper is structured as follows. Section 2 presents background
information about tag recommendation in social bookmarking systems. An illustrative
user scenario motivating our approach is provided in Section 3, while Section 4
describes how we plan to extend our recommender system. Finally, Section 5 draws
conclusions and points out some challenges we are going to address in the near future.

2 Related Work

Previous studies on bookmarks use showed that main motivations for creating
bookmarks are based on personal interests and quality of the content, high frequency

2 http://del.icio.us
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of current use, as well as a sense of potential reuse [1]. The most familiar approach to
store markers for re-finding information on the Web has been through the use of
personal bookmarks, supported by almost all browsers. In the last few years, social
bookmarking systems have shifted the organization of bookmarks from an individual
activity performed on a personal desktop to a collective endeavor over the Web.

Although bookmark collections are personal, the opportunity of accessing to such
personal collections from any Web-connected machine (together with the use of free
multiple tags, helpful in overcoming the limitation of the traditional hierarchically
organized folders) have led to a wide spread of these social systems. Even though
contributions are motivated by the private need to easily organize personal items, they
also aggregate at a higher level via a collaborative tagging endeavor, that allows the
shaping of social networks [13]. Furthermore, some tagging support features, such as
suggestive tagging [11], have proved to be helpful in improving the user experience
as well as fostering an emerging consensus on the meaning of the terms rising up in
the folksonomy [6].

Among the different social bookmarking systems, del.icio.us, one of the earliest
and most popular ones, is the only application that illustrates some remarkable
suggestive tagging features. When a user saves a bookmark in del.icio.us, she can
manually enter as many tags as she would like, but she can also be supported by a list
of suggested tags (Figure 1). Popular tags are what other people have tagged this page
as, and recommended tags are a combination of tags user has already used and tags
that other people have used.

" del.icio.us

url Ihﬂp',."Mww hibsonomy.org/ I do not share

description [BibSonamy

o collaborative tagaing system for both bookmarks and scientific publications
notes

space

tags Ifo\ksanomy search bibtex tags senarated

save | atiginally posted on 2006-03-19. delete this post.

recommended tags

bibliogranh book  bookmarking  bookmarks  books  catalog  collaborative  database  Folksonomies
W Journal library  metadata Ontology  papers  publications research review [ searchengine
semantic social socialnetwark  software tagging taxonomy technology tool tools web web2.0 wark
Wyriting

your network

forcalefato forfrankieta forgangelsa forlanubile forsarahlohnes forteresadaniela forzephoria

opular tags
w bookrarks [l tagging social [EBE bibliography

Figure 1. Saving a bookmark in del.icio.us

Rather than recommendations based on some underlying analysis, this kind of
suggestions can be regarded as a selection of tags in the sense that the system has to
choose a small number of tags to display among the sheer size of terms already
associated to an item. According to the tag selection approach, Sen et al. [16]
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investigate how different algorithms for selecting tags to display, influence users’
personal vocabularies while annotating movies in a movie recommendation system.

On the other hand, as an evidence of the lack of social bookmarking systems that
exploit actual tag recommendations (as far as we know), there is few work on such a
topic published via the scholarly literature.

Xu et al. [17] define a set of general criteria for a good tagging system to identify
the most appropriate tags, while eliminating noise and spam. These criteria, identified
through a study of tag usage by real users in My Web 2.0, cover desirable properties
of a good tagging system, including high coverage of multiple facets to ensure good
recall, least effort to reduce the cost involved in browsing, and high popularity to
ensure tag quality. The authors then propose a collaborative tag suggestion algorithm
that adopts those criteria to recommend appropriate tags.

Hotho et al. [9] propose an adaptation of both a data mining and information
retrieval approach to detect emergent semantics within a collaborative tagging system.
The first adaptation lies in reducing the three-dimensional folksonomy to a two-
dimensional formal context in order to apply association rule mining techniques.
Discovered association rules can be then exploited in a recommender system which
supports the user in choosing useful tags. The latter is an adaptation of the PageRank
algorithm [3] to the tripartite hypergraph structure of a folksonomy. The algorithm,
named FolkRank, incorporates the idea that a node is important if there are many
edges from other nodes pointing to it and if those nodes are important themselves, and
applies the same principle to the tripartite graph of the folksonomy. The FolkRank
algorithm is then used to rank users, tags, resources by their importance. Authors
suggest that such rankings can be exploited to generate recommendations for each
user about new potential resources of interest, related tags and other users possibly
interested on analogous topics.

3 Motivating Scenario

We consider del.icio.us as reference system because of the huge number of registered
users and the richness of suggestive tagging. In our scenario, John is a novice user,
who has just registered into the system and has no stored bookmarks yet. When John
is going to save his first bookmark, the current system suggests popular tags, i.e.,
terms heavily used by other users to annotate the same resource. A recommender
system cannot suggest anything, until the user provides enough information to
generate a profile delineating personal interests. However, the use of del.icio.us as an
underlying platform makes it possible to support John with popular suggested tags,
until the recommender becomes able to actually learn John’s interests on the strength
of his personal bookmarks and tags.

After John has been using del.icio.us for a while, he has progressively built a large
bookmark collection, as well as a rich vocabulary of personal tags that can be
exploited by the Smart Tag Recommender system.

When John wishes to save a hew bookmark in his personal space, he has a chance
to reuse some tags previously used, but he might also enter new tags according to the
subject of the resource he is going to annotate. This time the Smart Tag
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Recommender can analyze the content of the resource selected by John in order to
obtain a collection of concepts describing the bookmark. The output of the content
analysis can be then used to retrieve similar bookmarks already annotated by John and
find out which tags John has previously used to store such references.

According to the concepts extracted by the analyzer and the tags associated to
existing similar bookmarks in John’s user profile, the Smart Tag Recommender can
now suggest meaningful tags for the resource John wishes to store. The Smart Tag
Recommender is not intended to replace the existing del.icio.us recommender, since it
provides a new layer of recommendation based on personal profiles and not on
popularity.

4 Recommender Architecture

The proposed scenario can be supported by a service that relies on a content-based
recommender system, such as ITem Recommender (ITR) [10]. Indeed, this system is
able to induce a profile of the user by learning from the content of documents she
annotated with a feedback according to her preferences. The induced user profile is a
structured representation of user interests which is then exploited to decide whether a
new document fits in with the user's preferences. In our case, we consider the problem
of learning user profiles as a binary text categorization task [14]: Each document has
to be classified as interesting or not with respect to the user preferences. Therefore,
the set of categories is C = {c., c.}, where c. is the positive class (user-likes) and c.
the negative one (user-dislikes). ITR uses a Naive Bayes method to text
categorization; in this way the learned probabilistic model is used to classify a
document d; by selecting the class with the highest probability. As a working model
for the Naive Bayes classifier, we use the multinomial event model [12] to estimate
the a posteriori probability, P(cj|d;) of document d; belonging to class c;.

In order to capture the semantics of the user interests, learning is performed on
documents that have been previously analyzed by advanced Natural Language
Processing (NLP) techniques (implemented in the Content Analyzer module in Figure
2) able to discover relevant concepts representing the content of the documents. The
key step in this process is Word Sense Disambiguation (WSD), which is the task of
assigning a word with the most appropriate meaning, by taking into account the
context (a set of words that precede and follow the word to be disambiguated) in
which the word appears. To sum up, documents are represented by concepts instead
of keywords, as in the classical vector space model [4]. In order to recognize correctly
the meaning of the words, the WSD procedure relies on the WordNet lexical database,
in which the set of all possible meanings for each word is maintained. Moreover, the
WSD procedure will be integrated with an Entity Recognizer module in order to
identify Named Entities that do not occur in WordNet. More details on the ITR
system and the WSD procedure are reported in [15].

The ITR system can be easily adapted to the scenario of del.icio.us tags
recommending. Indeed, ITR can be used to build a user profile able to support the
user in the task of annotating resources by suggesting tags on the basis of previously
tagged documents. Given T = {ty, t,, ..., t,}, the set of all tags employed by the user in
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her "tagging history", the idea is to include a set of n binary classifiers, each classifier

¢y corresponding to tag ty, in the user profile. Any new document d is then matched

against the user profile so that each classifier ¢, in the profile can predict whether d

should be annotated with t,. The final outcome of the matching process is the set of

tags recommended by the classifiers in the user profile.

The set of documents used to train ITR is the set of all the documents previously
annotated by the user. Each training document tagged with t, is considered as a
positive example for ¢, while the set of negative examples for ¢y is represented by all
documents that have not been tagged with ty.

Figure 2 shows the conceptual architecture of the Smart Tag Recommender
system. Full rows indicate the learning step, while dotted rows indicate the
classification step.:

a) Learning step: An annotated documents is processed by the Content Analyzer in
order to obtain the Bag-Of-Synsets (BOS) model of the document. To this
purpose, NLP techniques, including WSD, are exploited. After that, for each tag
t the Profile Extractor builds the corresponding classifier cy, that will be part of
the User Profile.

b) Classification step: A new document (New Doc) is processed by the Content
Analyzer, then the Recommender uses User Profile to select the most
appropriated tags for the document. Specifically, for each tag t, New Doc is
classified using the corresponding classifiers c,. The output of this process is the
list of recommended tags.

User Profile

~

""*{ Content Analyzer ‘

Profile Extractor

-
L

1
]
1
1
1
1
1
1
1
h

--------------------------------------- »| Recommender

e emmmamessmmmmsssssmsmm=---

Figure 2. Smart Tag Recommender architecture
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5 Conclusions and Future Work

Web 2.0 applications provide chance to semantically exploit the sheer size of user-
generated content. Tags in a social bookmarking system can reveal users’ interests
and preferences. However, current systems suggest a lot of irrelevant tags, either on
the basis of personal recent use or because of their popularity among the community.
Our aim is to combine the strengths of Semantic Web and Web 2.0 in order to provide
better personalized tag recommendations.

In this paper, we have described a strategy to design an intelligent recommender
system which is able to learn from both past user interaction and the content of the
resources to annotate. The system is based on an existing content-based
recommender, that has been previously used in a Digital Library scenario. The main
idea is presented in the context of del.icio.us, the most popular social bookmarking
system. As future work, we plan to complete the development of the new
recommender system and perform an experimental evaluation within del.icio.us,
having the basic suggested tagging feature as a control group.
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Abstract. While folksonomies allow tagging of similar resources with
a variety of tags, their content retrieval mechanisms are severely ham-
pered by being agnostic to the relations that exist between these tags.
To overcome this limitation, several methods have been proposed to find
groups of implicitly inter-related tags. We believe that content retrieval
can be further improved by making the relations between tags explicit. In
this paper we propose the semantic enrichment of folksonomy tags with
explicit relations by harvesting the Semantic Web, i.e., dynamically se-
lecting and combining relevant bits of knowledge from online ontologies.
Our experimental results show that, while semantic enrichment needs to
be aware of the particular characteristics of folksonomies and the Seman-
tic Web, it is beneficial for both.

1 Introduction

Folksonomies [13] are typical Web2.0 systems that allow users to upload, tag and
share content such as pictures, bookmarks etc. One of their distinctive features is
that they are open, uncontrolled systems where users can annotate resources with
different tags depending on their social or cultural backgrounds, expertise and
perception of the world [2, 3,9, 14]. For example, a zoologist can tag a photograph
of a lion with {felidae, pantherinae, mammal}, while a non-zoology expert
can use {lion, king, animal, jungle} for the same purpose. This freedom
of tagging largely contributed to the success of folksonomies: users need neither
to have prior knowledge or specific skills to use the system [5,15], nor need to
rely on a priori agreed structure or shared vocabulary.

Unfortunately, the simplistic tag-based search used by folksonomies is ag-
nostic to the way tags relate to each other although they annotate the same
or similar resources. For example, a search for {mammal} ignores all resources
that have not been tagged with this specific word, even if they are tagged with
related concepts such as {1ion, cow, cat}. As a result, content retrieval activ-
ities such as searching, subscription and exploration are limited [2], they provide
low-recall and hardly lend themselves to query-refinement [11]. Therefore, to
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obtain satisfactory results, a searcher needs to build multiple complex queries
to cover all the possible tags that could have been used by taggers [3,9, 14]. As
searchers rely on their own view about what inter-related tags best describe the
resource they are looking for, it follows that content retrieval could be enhanced
if folksonomies were aware of the relations between their tags.

Following this intuition, a variety of approaches have been proposed to iden-
tify inter-related tags. The existing work considers tag co-occurrence for the
organisation of related tags into clusters. For example, [11] uses a subsumption-
based model, derived from the co-occurrence of tags, to find groups or re-
lated tags. [2] organises the tag space as an undirected graph, representing
co-occurring tags as vertices, weighting the edges between them according to
their co-occurrence frequency, and applying a spectral clustering algorithm to
refine the resulting groups. [15] uses a probabilistic model to generate groups
of semantically related tags based on the co-occurrence of tags, resources, and
users. These are represented as a multi-dimensional vector, where each dimen-
sion refers to a category of knowledge. Both the number of dimensions and the
relation values of entities to each dimension are determined using log-likelihood
estimates. [7] uses co-occurrence information to build graphs relating tags with
users and tags with resources, and applies techniques of network analysis to
discover sets of clusters of semantically related tags. [12] groups tags accord-
ing to their co-occurrence using a clustering algorithm similar to clustering by
committee [8]. Finally, most of the folksonomies provide funtionalities to de-
rive “clusters” and “related tags”, which apparently also rely on co-occurrence
information and clustering techniques.

All the approaches, except from [12], focus on finding groups of related tags
rather than identifying the semantics of those relations. In this work the authors
envisaged tag space enrichment with semantic relations by exploring online on-
tologies. Their preliminary experiments on Flickr and Del.icio.us data confirmed
that this is a promising strategy. Indeed, the recent growth of the Semantic Web
has resulted in an increased amount of online available semantic data and has led
to the first search engine to exploit this data, Swoogle [6]. These facts made it
possible to build applications that harvest the Semantic Web (i.e., dynamically
select, combine and exploit online knowledge) to successfully solve a variety of
tasks, such as query disambiguation [4] and ontology matching [10].

Applying this novel paradigm to folksonomies would make
them explicitly aware of the inherent semantic relations be-
tween their tags. For example, subsumption relations such
as the ones depicted in Fig. 1 could be derived between
the tags of the cluster {lion, animal, mammal, feline,
tiger} by combining information from different online on-
tologies. The knowledge that Lions and Tigers are kind of
Mammals would expand the potential of folksonomies. Users
could make generic queries such as “Return all mammals” and
obtain all the resources tagged with 1ion or tiger even if they
are not explicitly tagged with mammal .

Fig.1: Related
Tags.
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While previous work has experimentally shown that harvesting online knowl-
edge yields good results when applied to ontologies [10], the folksonomy tag
enrichment algorithm proposed in [12] was not fully automated. Therefore, an
important research question is: Can we enrich folksonomies by automatically
harvesting the Semantic Web? In particular, we are interested in finding out:
What are the major characteristics of the Semantic Web and folksonomies that
need to be taken into account to perform such enrichment? And if this enrich-
ment is possible: What are its benefits? To answer these questions, we propose
a method to enrich the tag space of folksonomies which assumes the existence
of previously defined groups of potentially related tags (these can be obtained
by any of the above mentioned techniques) and which is entirely focused on the
exploitation of the Semantic Web (Section 2). This approach is automated by
using the algorithm described in [10]. We present and discuss our experimental
results which give an insight in the major characteristics of the Semantic Web
and folksonomies that need to be considered when performing such enrichment
(Section 3). We conclude and point out future work in Section 4.

2 Semantic Enrichment of Folksonomy Tag Space

In this section we describe our approach for semantically enriching the folk-
sonomic tag spaces. Our method is based on [12], which describes a hybrid
approach that combines harvesting the Semantic Web with using other Web re-
sources such as Wikipedia and Google. As the goal of our work is to understand
the potential and limitations of the Semantic Web when used to semantically
enrich folksonomies, we have modified their algorithm so that it only relies on
online ontologies. Our algorithm, presented next, takes as input a cluster of im-
plicitly related tags and returns 1) a knowledge structure obtained by making
explicit the semantic relations among them and 2) a set of tags which could not
be semantically related to any other tag in their cluster or were not covered by
the Semantic Web.

2.1 Semantic Enrichment Method

The semantic enrichment of each cluster is depicted in Fig. 2 and consists of two
phases: Phase 1, concept definition for each tag (i.e., linking tags to ontology
concepts) and Phase 2, relation discovery between all the possible pairs of tags.

Fig. 2. Semantic Enrichment Method
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Phase 1. Concept Identification: The first step explicitly defines the mean-
ing of each tag by extracting all Semantic Web Terms (SWT) whose label or
localname matches the tag. The matching between the tag and the SWT can
be achieved using anchoring techniques ranging from strict to flexible string
matching as described in [10].

Using the Semantic Web for extracting concepts is proposed in the work of [4]
as a first step to query disambiguation. The authors search for candidate senses
in online ontologies and then perform disambiguation based on the semantic
similarity of the retrieved senses (e.g., bass can refer to either a fish or musical
notes depending on the context in which it is used). While we use the same
technique for SWT identification we do not explicitly disambiguate between
them. In our case, disambiguation is a side effect of relation discovery (Phase 2).

The disambiguation of the tag sense (i.e., finding the right concept for a
tag given its context) is approached differently in [12]. The authors rely on the
heuristic that if pairs of tags from a cluster appear in the same ontology, then
this leads to an implicit disambiguation (i.e., searching for apple and fruit
leads to ontologies about fruits, while when searching for apple and computer
they identify ontologies about computers). While this intuition holds in the case
of domain-specific ontologies, it is problematic when the tags appear in broad,
cross-domain ontologies such as WordNet?® or TAP*. Also, by considering only
ontologies that contain both tags, this approach potentially misses important
information that might be declared in ontologies defining only one of the tags.
This information can prove to be useful when combined with information from
other ontologies. For example, an ontology containing Apple and Mac, can be
combined with information from another ontology containing information about
Mac and Computer. For these reasons, we retrieve all the potential SWTs for
each tag and discover relations between them in Phase 2.

Phase 2. Relation Discovery: This step identifies explicit semantic relations
among all the pairs of SWTs (T1 and T2) discovered in the previous phase:

— Subsumption Relations: when one of the two SWTs is a subclass of the
other, T1 subClassOf T2. This relation can be either declared in an ontol-
ogy or derived by different levels of inference (no inference, basic transitiv-
ity, Description Logics reasoning). An example of inferred relation is: if T1
subClass0f T2 and T2 subClass0f T3 then T1 subClass0f T3.

— Disjointness Relations: when T1 and T2 are disjoint, T1 disjointWith
T2. Again this relation can be declared or inferred. We use the algorithm
described in Section 2.2 to discover disjointness and subsumption relations.

— Generic Relations: when a generic relation holds between the two SWTs,
e.g., Propertyl hasDomain T1 and Propertyl hasRange T2 or inversely.

— Sibling Relations: when the two SWTs share a common ancestor, which
can be either a direct or an indirect parent. Note that our definition covers
the three sibling definitions described in [12].

3 http://wordnet.princeton.edu/
4 http://tap.stanford.edu/data/
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— Instance Of Relations: such as T1 instanceOf T2 or inversely. Unlike
the previous relations, this relation is not considered by [12].

The identification of these relations can be made in two ways. First, a re-
lation between SWT’s might be declared within a single ontology. Second,
if no single ontology mentions both SWT’s, then a cross-ontology relation
discovery can be performed by combining knowledge from several ontologies.

Cross-ontology relation discovery has been successfully implemented in the
case of ontology matching [10]. An important issue to be considered is how
to deal with potential contradictory relations, e.g., T1 subClass0f T2 and T1
disjointWith T2. This remains a future work topic.

The semantically connected tags form the knowledge structures mentioned
in the beginning of Section 2.1 and the tags not linked to SWTs or not related to
other tags compose the set of uncovered tags. The study of the latter is expected
to provide hints about how to evolve the Semantic Web, as described in Section
3. Next we describe the current implementation of our approach which identifies
only subsumption and disjointness relations found in single ontologies.

2.2 Subsumption/Disjointness Discovery Based on One Ontology

The discovery of subsumption and disjointness relations between two terms
within one ontology has been described and implemented on Swoogle’05 in [10].
Given two candidate concept names (A and B) as input, corresponding concepts
are selected in online ontologies (A’ and B?) by using strict string based anchor-
ing. The possible semantic relations occurring between concepts in an ontology
are shown using description logic syntax, e.g., A’ C B’ means that A’ is a sub-
concept of B’. The returned relations are expressed with arrows, e.g., A E.B
The steps of this strategy in detail are:

1. Select ontologies containing concepts A’ and B’ corresponding to A and B;
2. If no such ontology is found, then A and B do not relate;
3. If there are returned ontologies, for each:

— if A> =B’ then derive A —> B;
— if A € B’ then derive A £>B;
— if A> OB’ then deriveAiB;
— if A> 1L B’ then derive A i>B;

In a simple implementation we can rely on direct and declared relations
between A’ and B’ in the selected ontology. But for better results indirect and
inferred relations should also be exploited. For our experiments, we used an
implementation relying on basic transitivity reasoning (i.e., taking into account
all parents of A’ and B’) and stopping as soon as a relation is found.
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3 Experimental Results

The goal of our experiments is twofold. On the one hand, we wish to reveal how
much of the semantic enrichment of folksonomy tags can already be automated
by using the software developed in [10] which partially implements the current
version of our envisioned algorithm (the part described in Section 2.2). On the
other hand, we wish to understand any problematic issues so that they can
be addressed in the design of the final, complete algorithm. At a higher level,
these issues give an insight in how folksonomies and the Semantic Web relate.
In a first experiment (Section 3.1) we applied the software developed in [10] to
Flickr and Del.icio.us clusters generated by [12]. This experiment lead to valuable
insights into issues that hamper the enrichment and prompted us to repeat the
experiments with another set of clusters selected directly from Flickr. We discuss
the second set of experiments in Section 3.2.

3.1 Experiment 1

The number of results obtained by running our algorithm with the clusters gen-
erated in [12] were surprisingly low. Two major reasons explain this. First, our
implementation only searches for subClass0f and disjointWith relations. Un-
fortunately, the majority of tags in the clusters we work with are not related by
these relations but by generic relations. The second major reason is that few of
the tags in the analysed clusters could be identified in ontologies in the Semantic
Web. Taking a closer look to the tags that were not found we individuated the
following cases:

Novel terminology. Folksonomies are social artifacts, built by large masses of
people and dynamically change to reflect the latest terminology in several
domains. As such, they greatly differ from ontologies which are generaly
developed by small groups of people and evolve much slower. Therefore, it is
not surprising that many of the tags used in folksonomies, e.g., {ajax, css},
have not yet been integrated into ontologies. Identifying frequent folksonomy
tags that are missing from ontologies has a great potential for the Semantic
Web as it can provide the first step towards enriching existing ontologies
with these novel terms.

Instances. When people tag resources, especially pictures, they more often tend
to tag them with specific names rather than more abstract concepts. In par-
ticular, we frequently found names of people {monica, luke, stephanie},
names of places {japan, california, italy} and particular dates
{august2005, aug292005}. Unfortunately, the current version of our sys-
tem only works at terminological level (it deals only with concepts and not
with ontology instances), so we did not identify any of these instances in the
experiments. Apart from that limitation it is unlikely that instances related
to people and specific dates can be reliably identified in ontologies anyway.

Photographic jargon. Given the scope of Flickr as a photo annotation and
sharing site, many of the tags that are used reflect terms used in photography,
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such as {nikon, canon, d50, cameraphone, closeup, macro}. Unfortu-
nately, this domain is weakly covered in the Semantic Web.

Multilingual tags. Both Flickr and Del.icio.us (but especially Flickr) contain
tags from a variety of languages and not only English. These tags are usually
hard to find on the Semantic Web because the language coverage of the exist-
ing ontologies is rather low. Indeed, statistics® performed on a large collection
of online ontologies (1177) in the context of the OntoSelect library indicate
that 63% of these ontolgies contain English labels, while a much smaller per-
centage contains labels in other languages (German 13.25%, French 6.02%,
Portuguese 3.61%, Spanish 3.01%).

Concatenated tags such as {christmasornament, xmlhttprequest,
librariesandlibrarians} appear frequently but obviously it is hard to
identify concepts with the same spelling.

Given the very low coverage of the Semantic Web for the above mentioned
categories of tags, we decided to repeat the experiments for clusters of tags that
are well-covered in the Semantic Web. Also, since at this stage our system only
discovers subsumption and disjoint relations, we decided that the experiments
should consider significantly larger clusters than those provided by [12].

3.2 Experiment 2

In the second set of experiments we relied on the lessons learnt from the first
experiment to identify clusters of tags that would be more appropriate for our
goal. To address the first conclusion (i.e., that clusters should be potentially
well covered in the Semantic Web), we relied on the results of previous work
in the context of ontology matching [10]. Follow up experiments revealed that
domains related to food and animal species are well covered in the Semantic Web.
Therefore, we selected a couple of tags from these domains, based on the concepts
for which the most mappings were found during the matching experiments. We
selected the tags: mushroom, fruit, beverage and mammal.

The next step was to identify clusters of tags related to each of these tags. As
we said, we were looking for large clusters that would be more likely to accom-
modate subsumption relations and not just generic relations between tags. We
chose the cluster generator provided by Flickr®, since it returns much larger clus-
ters of related tags than Del.icio.us and Technorati (moreover, since Del.icio.us
and Technorati are mostly oriented towards news, business and web technolo-
gies, the clusters they provide for our tags in the food and animal domains are
quite small).

The same algorithm as in Experiment 1 was then applied to these clus-
ters. As expected, we found several relations among tags as depicted in the
figures below (directed arrows represent subClass0f relations, dotted lines de-
pict disjointWith relations). 23% of the investigated tags was discovered in

® http://olp.dfki.de/OntoSelect/w/index.php?mode=stats
S http://www.flickr.com/services/api/flickr.tags.getRelated.html
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ontologies. Besides the tags between which we found relations, there were also
sets of tags that could not be linked with any other tag in their cluster. We
analyze these tag sets and describe possible causes that led to this failure.

The case of Mushroom. The semantic re-
lations identified among the 21% of the tags re-
lated to mushroom by using online ontologies are
depicted in Fig. 3. Mushroom was identified as
a kind of Fungi and a kind of Plant. Also, we
have learnt that it is disjunct with Pizza, Pepper,
Cheese and Tomato and so are these with each
other. Mushroom also co-occurs with Soup, Rice
and Onion. As expected, there is no subsumption Fig-3: Mushroom in the Se-
relation between these concepts and Mushroom. Mantic Web.

However, they are all subclasses of Food, as are Tomato and Cheese as well.

Type Tags

Not covered by the SW  |{amanitamuscaria, toadstool, flyagaric}
Generic relation (location)|{nature, forest, garden, grass, moss}
Generic relation (seasons) [{autumn, fall, herfst}

Generic relation (usage) [{cooking, dinner, pasta, lunch}

Colors {green, white, yellow}

Photo jargon {macro, nikon, closeup}

Table 1. mushroom related tags that could not be connected semantically

Table 1 shows some of the tags in the cluster of mushroom that could not be
related semantically to any other tag, grouped according to the reason why they
could not be linked. These are:

Tags that are not covered by the Semantic Web. These tags refer to
kinds of mushrooms or scientific names that are not described in the Seman-
tic Web. Generally, our experience is that currently very few online ontologies
cover scientific labels.

Tags generically related to mushroom. The next three sets of tags are re-
lated to mushroom through other generic relations than subsumption or dis-
junction and describe locations, time and potential ways to use mushrooms.

Tags about colors. This set of tags is not surprising reflecting the fact that we
retrieved the tag clusters from a photo-sharing system where users add color
names to describe the image content of their photos. Note, however, that
these colors might be meant to describe the rest of the tags associated to
a resource, e.g., {green pepper, white mushroom, yellow cheese}. Un-
fortunately, because the creation of compound tags such as these is not well
handled by folksonomies, users have to add each tag separately, thus loosing
the relationship between them.
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Photo jargon. The remaining group of tags are Flickr related tags, as we dis-
cussed in Experiment 1, and are not covered in the Semantic Web. Also,
given the fact that they describe the photographs rather than their content,
even if they were covered it is quite unlikely that they could be related to
mushrooms or any other tag describing image content.

The case of Fruit We obtained interesting results for the cluster of fruit
(Fig. 4) and the highest percentage of related tags, 29%. As fruits are well-
covered by the Semantic Web, the generated semantic structure contains much
more information than a single relation between the tags of the cluster. For ex-
ample the multiple relations that exist between Fruit and Vegetable, and how
this affects their common subclass, Tomato. In a biological context, a tomato is
indeed the fruit of a tomato plant, however, normally one would classify toma-
toes as types of vegetables. While such different views can co-exist, the fact that
Fruit and Vegetable are disjoint makes this bit of knowledge inconsistent. There-
fore, once such structures are derived from multiple ontologies, their consistency
should be verified.

Also, according to online ontologies, Fruit is disjoint with Dessert. The va-
lidity of this statement depends on the point of view we adopt: some would
argue that fruits are desserts, while others might consider desserts generally in-
appropriate catogorisation for fruits. Finally Strawberry and Watermelon were
also found as subclasses of Fruit, but declaring them as subclasses of Berry and
Melon, respectively, automatically infers they are also subclasses of Fruit.

Fig. 4. Fruit in the Semantic Web

The tags that could not be connected to Fruit fall into five categories (see
Table 2), two of which are related to colors and photo jargons, as discussed be-
fore. A new set of interesting tags describes attributes generally related to fruits:
{juicy, yummy, delicious, fresh, sweet}. Unfortunately, most concepts in
ontologies model nouns. Attributes are often modeled as properties (geneneric
relations). Finally, the other two sets of interesting tags refer to fruit cultivation
methods and possibly best seasons for consumption of specific fruits, which again
share generic relations with fruits, currently not in the scope of our software.
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Type Tags

Attributes {juicy, yummy, delicious, fresh, sweet}
Generic relation (cultivation)|{tree, nature, plant, seeds, leaves}
Generic relation (seasons) {summer, autumn, fall, red, pink}
Colors {brown, green, white, red, pink}
Photo jargon {closeup, macro, canon}

Table 2. fruit related tags that could not be connected semantically

The case of Beverage. Beverage is the
least covered tag with 18% of its related tags
found to be connected in the Semantic Web.
The knowledge structure that emerged from the
semantic enrichment of the cluster related to
beverage is shown in Fig. 5. As in the case of
fruit, the cluster for beverage contains many
concepts that were more specific than Beverage.
Accordingly, these were identified to be in a sub- Fig.5: Beverage in the Seman-
sumption relation with Beverage by our system. tic Web.

The two most interesting cases are of White being a subclass of Beer (white beer
as a type of beer) and Water not being connected to Liquid. Water, though,
was found to be related with Fluid which doesn’t belong to the related tags of
beverage. The tags that could not be related fall under the types of categories
that we have already discussed in the previous cases and are presented in Table 3.

Type Tags

Not covered by the SW {energy drink, soda, martini, latte}
Generic relation (container) |{straw, mug, can, bottle, glass, cup}
Generic relation (event/place)|{breakfast, restaurant, party, starbucks}
Generic relation(ingredient) |{lemon, fruit, cream, orange}

Attributes {hot, delicious, refreshing}
Colors {brown, black, orange, green, red, pink}
Photo jargon {closeup, macro, canon}

Table 3. beverage related tags that could not be connected semantically

Some types of beverages are not covered by the Semantic Web. It is interest-
ing to note here that latte is not just an English word for a type of coffee, but
also Italian for milk. The fact that it is not covered can be a side-effect of the
low level of multilinguality in online ontologies, as we discussed in Experiment 1.
Additionally, certain tags could be related to Beverage by generic relations, but
these are not discovered by the current version of our system. These tags express
types of containers, events and locations where beverages are served, as well as
the ingredients of drinks. It is worth noticing that orange could belong both
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to the categories representing colors and ingredients. The final set of tags that
could not be related refer to attributes which, as discussed before, have generally
a weak coverage on the Semantic Web.

The case of Mammal The last tag that was investigated is mammal. Relations
for the 25% of its tags were found in the Semantic Web. Fig. 6 shows the structure
derived from its cluster. It is interesting to observe that the subclasses of Mammal
do not represent the same level of abstraction. We note many common names of
animals like Horse, Monkey, Rabbit, but also two subclasses of higher abstraction,
Rodent and Feline. This is another evidence that users annotate their content
with a variable level of generality: although Squirrel and Rabbit appear in the
graph as subclasses of Mammal, their superclass, Rodent, appears as well. This
confirms the hypothesis put forward by [3] according to which different users
will settle at different “basic levels” depending on their level of expertise.

Fig. 6. Mammal in the Semantic Web

The tags that could not be related are displayed in Table 4. Most of these
categories have been discussed previously, along with a set of tags that could have
been related by generic relations indicating the location or habitat of mammals.
Two tags were found to describe the state of the mammal when it was shot
{eating, sleeping}. Finally, an interesting set of tags depicts body parts which
should be related to mammals through a part-of relation.

Finally, it is worth pointing out that in all of the above here cases we identi-
fied certain tags, which were also found in Experiment 1, describing the places
shown in the images, such as barcelona, japan, or the interests of the users,
such as ilovenature, stilllife (we found 84.077 pictures annotated with
ilovenature and 39.320 with stilllife).
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Type Tags

Not covered by the SW  |{giraffe, seal, zebra}

Generic relation (location)|{zoo, nature, water, ocean, wild, farm, outdoors}

Generic relation (action) [{eating, sleeping}

Part-of {fur, whiskers, eyes, face, nose}
Attributes {cute, pet, funny, bunny}
Photo jargon {portrait, closeup, macro, canon}

Table 4. mammal related tags that could not be connected semantically

4 Conclusions and Future Work

As an answer to our main research question, which is to explore whether folk-
sonomies can be automatically enriched by harvesting the Semantic Web, based
on the results of the preliminary experiments presented above, we can already
conclude that it is indeed possible to automate the semantic enrichment of folk-
sonomy tag spaces by harvesting online ontologies. By using these ontologies,
we were able to automatically obtain semantic relations between the tags of sev-
eral clusters of related tags. An immediate goal of our future work is to apply
our approach on folksonomies and evaluate it in terms of Information Retrieval
performance values (recall and precision). As an answer to our second research
question, which is to identify the inherent characteristics of folksonomies and
the Semantic Web and how they should be approached, the experiments also
yielded relevant observations about these characteristics which have an impact
on folksonomy enrichment process:

1. Folksonomy Characteristics. Our experiments show that many folk-
sonomy tags fall in specific categories that require special attention. First, by
being dynamically updated by large masses of people, folksonomies reflect the
newest terminology within several domains (novel terminology). Second, many
folksonomy tags refer to specific instances (names of people, places, dates).
Third, folksonomies contain tags representing words in a variety of languages
(multilinguality). Fourth, some of the tags that are frequently used depend
on the purpose of the folksonomy and usually describe the resource itself rather
than its content (folksonomy jargon). Fifth, folksonomy tags often describe
attributes of the content, for example, colors (especially in Flickr). Sixth, there
are many concatenated tags which describe a large number of photographs
and need to be exploited. Finally, a broad range of semantic relations can
exist between tags, including subsumption, disjointness, meronymy and many
generic relations (e.g., location).

2. Semantic Web Characteristics. The most important observation re-
garding the Semantic Web is that even if it is growing fast it still suffers from
knowledge sparseness (i.e., it presents good coverage for certain topics, but very
low coverage for others). Due to this limitation, we needed to restrict our ex-
periments to domains that are well-covered (related to animals and food). Also,
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some of the categories of tags that appear frequently in folksonomies are diffi-
cult to find in online ontologies. First, novel terminology that emerges from
folksonomies is often missing from ontologies. Second, the majority of specific
instances that appear in folksonomies cannot be found (e.g., aug2004) or are
difficult to reliably map to ontology instances (e.g., monica). Place names are
an exception to this. Third, few of the online ontologies contain multilingual
labels, therefore tags in languages other than English are unlikely to be found in
ontologies. Fourth, specific jargons, such as those related to photography are
weakly covered as well. Fifth, online ontologies are rather poor in describing
generic attributes such as color. One of the reason for this is that attributes
are most often modeled as part of properties rather than concepts.

We are confident, however, that surpassing some of the current limitations
is a matter of time as many of them will be solved as more ontologies will
appear online. For example, the AGROVOC” ontology contains roughly 16000
concepts and their labels in 12 different languages. Making this single ontology
available online will positively impact on the issue of anchoring multilingual
tags. Nevertheless the appearance of more online ontologies can also be seen as
a potential risk for this work as different ontologies reflect different views which
often lead to contradictory bits of knowledge. Combining these bits may result in
inconsistencies in the derived semantic structures. However, existing reasoning
techniques can be used to filter out and eliminate possible inconsistencies.

Being aware of these characteristics help us to identify the current limita-
tions of our software. Our software only implements a subset of the function-
ality envisioned for the enrichment algorithm. First, it is currently implemented
on Swoogle’05 which lags behind in ontological content. Our final algorithm will
be built on top of up-to-date semantic search engines [1]. Second, the anchor-
ing mechanism is based on strict string matching and therefore needs to be
extended to more flexible anchoring. Third, from the broad range of semantic
relations that can exist between tags, our software only identifies subsumption
and disjointness. Obviously, extensions are needed that can discover the other
types of relations as well. Finally, note that we have only experimented with
finding relations within a single ontology and excluded cases when knowledge
can be derived by combining facts from multiple ontologies. Another important
future work will be to implement this cross-ontology relation derivation.

The experimental work reported in this paper indicates that the proposed en-
richment process has the potential to benefit both folksonomies and the Semantic
Web, thus answering our third research question. On the one hand, even using a
software with limited functionality we were able to derive explicit semantic rela-
tions between tags, thus going beyond existing methods that identify implicitly
inter-related tags. We believe this could considerably enhance content retrieval
in folksonomies. On the other hand, the differences between folksonomies and
ontologies (such as novel terminologies emerging in several languages) can be
used to evolve the Semantic Web. This valuable knowledge available in folk-
sonomies could allow keeping online ontologies up to date, extending them with

" http://www.fao.org/agrovoc
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multi-lingual information and evolving them towards being truly shared concep-
tualisations of a much broader range of domains.
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Abstract. Social networks can serve as both a rich source of new information
and as a filter to identify the information most relevant to our specific needs. In
this paper we present a methodology and algorithms that, by exploiting existing
Semantic Web and Web2.0 data sources, help individuals identify who in their
social network knows what, and who is the most trustworthy source of
information on that topic. Our approach improves upon previous work in a
number of ways, such as incorporating topic-specific rather than global trust
metrics. This is achieved by generating topic experience profiles for each
network member, based on data from Revyu and del.icio.us, to indicate who
knows what. Identification of the most trustworthy sources is enabled by a rich
trust model of information and recommendation seeking in social networks.
Reviews and ratings created on Revyu provide source data for algorithms that
generate topic expertise and person to person affinity metrics. Combining these
metrics, we are implementing a user-oriented application for searching and
automated ranking of information sources within social networks.

1 Introduction

Social networks can serve as both a rich source of new information and as a filter to
identify the information most relevant to our specific needs. Making optimal use of
the knowledge within our social networks requires that we know firstly who knows
what, and secondly who is the most appropriate source of information on that topic.
In this paper we present a methodology and algorithms that address these issues by
exploiting existing Semantic Web and Web2.0 data sources. Our approach supports
an application that helps the user identify which members of their social networks
may have knowledge on a particular topic, and of which topics each member of their
network has knowledge. This is achieved by generating topic-experience profiles for
each known person based on data from Revyu [4] reviews and ratings, and del.icio.us!
social bookmarks.

L http://del.icio.us/
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The second requirement is addressed by a rich trust model of information and
recommendation seeking in social networks, based on previous empirical research.
Reviews and ratings created on Revyu provide source data for algorithms that
generate topic expertise and person to person affinity metrics. Combining all metrics
derived in this fashion, we are implementing a user-oriented application for searching
and automated ranking of information sources within social networks.

This paper describes in detail our methodology and algorithms for computing trust
relationships, and briefly outlines the application we are developing that makes use of
them. After reviewing related work in Section 2, Section 3 outlines the advantages of
our approach. In Section 4 we summarize the findings of a previous study into how
people choose sources for word of mouth recommendations. Section 5 introduces our
technical approach, whilst Section 6 describes algorithms we have developed for
computing trust relationships in word of mouth recommendation seeking scenarios,
based on the findings of the previous study. Section 7 gives an overview of how these
metrics are being used in applications that support information seeking using trust
relationships in social networks. Section 8 concludes the paper with an outline of
future work.

2 Related Work

The work of Granovetter [1] highlighted how social networks can serve as a source of
new information to which an individual may not otherwise have access. In the context
of job hunting, he found that weak, rather than strong, social ties are particularly
useful, in that they are sufficiently well connected outside of the individual's
immediate network (i.e. a sufficient proportion of acquaintances were not shared) as
to provide valuable access to otherwise unavailable information about job
opportunities.

In addition to this role of information source, our social networks can also serve as
a filter, helping us identify the most relevant or appropriate information. At least two
factors underpin this: firstly, the principle of homophily [5] states that we are likely to
have more in common with members of our social networks than with other members
of the population, and more likely to like what they like; secondly, we are better able
to judge the appropriateness and trustworthiness (as information sources) of people
we know, as we have greater background knowledge of their competence and
trustworthiness in a particular domain.

These processes may be assisted by Web technologies in a number of ways.
Collaborative filtering [6] recommender systems such as GrouplLens [7] have
typically sought to assist in information filtering by identifying others that share our
preferences for newsgroup postings or some other type of item (such as items in an e-
commerce site). Variations such as Amazon recommendations [8] perform a similar
function but instead correlate item rather than people profiles. In the person-to-person
approaches, collaborative filtering creates for each of us a social network of unknown
others who nevertheless have shared tastes, and through whose preferences
information can be filtered on our behalf. Whilst this can be of great value in
informing decision-making, it does not allow us to use our own knowledge in
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assessing the relevance or trustworthiness of a source, and does not address situations
where we require recommendations from domain experts, irrespective of their
likeness to ourselves.

So how do people determine the trustworthiness, as information sources, of the
people in their social networks? Various studies of information seeking in workplace
settings [2, 3] found that people decide whom to ask for information based on what
they know of the person, and how they value their knowledge and skills. Both studies
found an effect of perceived source quality in determining the likelihood that an
individual asks another for information.

In previous work [9] we extended these findings beyond workplace settings, and
refined the notion of source quality or trustworthiness. These findings are summarized
in Section 4 below. In this paper we will report on how we are using Semantic Web
and Web2.0 data sources and social networks to calculate trust ratings between
individuals, and how we are using these ratings to support information seeking from
known and trusted sources.

Some existing work has been carried out in this area. For example, Massa and
Avesani [10] use trust propagation mechanisms to increase the coverage of
recommender systems without sacrificing the quality of recommendations to users.
Perhaps the best known work in this area from a specifically Semantic Web
perspective is that of Golbeck and colleagues. Golbeck and Mannes [11] use manual
trust annotations between people (on a 1 to 10 scale) combined with provenance
information about trust ratings and social network connections to infer trust ratings
between unknown sources. Whilst this can be of value where insufficient annotations
are provided by one's social network, it suffers a number of limitations. Firstly the
trust ratings (either manual or computed) are not topic-specific; users are required to
make global statements of their trust in another person, without further context being
provided. This approach also requires sufficient manual trust annotations to bootstrap
the process, without being able to rely on existing sources of information. In contrast,
our approach aims to compute person-person and person-topic trust ratings according
to a richer model of trust in word of mouth recommendation seeking, and based on
existing data sources available in the Web.

3 Our Approach: Trusted Recommendations from a Social
Network

We are investigating the use of social networks to provide relevant information and
recommendations. In contrast to existing work, our approach aims to identify trusted
sources from among known members of one's social network. This follows the
principle that knowing the right person to ask is often the greatest challenge in
seeking information or recommendations.

This known person, source-centric (rather than item-centric) approach has a
number of advantages. It allows the user to employ existing knowledge of their social
network to assess the quality and impartiality of recommendation sources, and
follow-up enquiries with the source as they see fit. Therefore, in contrast to
collaborative filtering our approach is less vulnerable to spamming, for the simple
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reason that each user's exposure to the recommendations of others is limited in the
first instance to those people they know. We proceed on the assumption that most
users are unlikely to know others who wish to manipulate search indices on an
ongoing, systematic basis. A recent investigation [12] (albeit journalistic, rather than
scientific) demonstrated how easily ratings on travel review and recommendation
sites such as TripAdvisor? can be skewed by those with a vested interest in promoting
a particular establishment. Personally knowing those providing a review or
recommendation acts as a safeguard against this form of manipulation.

Secondly, our source-centric approach does not assume completeness of the
information in the system. For example, for a conventional recommender system to be
able to recommend a hotel in Madrid to User A, some record of a hotel in Madrid
must exist in the system. In contrast, whilst our approach can identify specific
instances of recommended hotels in Madrid, simply identifying those known people
with some knowledge of Madrid is sufficient to begin answering the user's
information needs, without requiring substantial amounts of information. This is
analogous to simply asking "who do I know that knows anything about Madrid?", and
is in contrast to conventional collaborative filtering approaches, that whilst they may
list "people like you", they are generally aimed towards informing the user that
"people like you also liked X". In this sense they are item- rather than source-centric.

Thirdly, Linden, Smith, and York [8] outline limitations of traditional collaborative
filtering that stem from its computational expense over large datasets. Computing the
co-preference® between all users of a system has been found not to scale where large
numbers of users are concerned. By constraining recommendations to those coming
from members of a user's social network, we reduce the number of co-preference
relationships that must be computed in the system. We anticipate that such an
architecture will allow the system to scale more readily.

Lastly, by using Semantic Web technologies we are able to exploit and integrate
data from many different sources in computing trust relationships. Our approach uses
FOAF-based definitions of users' social networks [13], allowing "friend lists" built up
across different services to be reused. Revyu provides data about reviews and ratings
in crawlable RDF and via a SPARQL endpoint. This brings practical benefits during
development (such as query flexibility, ability to reuse common libraries) compared
to the more restrictive data access allowed by del.icio.us. Crucially however, by being
Semantic Web-aware, our approach allows for the generation or refinement of trust
ratings based on additional Semantic Web data sources as they become available. This
issue is discussed in Section 8.

4 Previous Findings: Trust in Recommendation Seeking

In a previous paper [9] we presented the results of an empirical study examining how
people select recommendation sources from among their social networks, and the
factors that influence these decisions. Participants were presented with four
recommendation seeking scenarios, asked to explain from whom they would seek

2 http://www.tripadvisor.com/
3 The degree of preference two individuals share for an item
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recommendations in each scenario, and to explain their reasons for these choices.
Analysis of participants' responses identified five factors underlying the trust or
confidence participants had in recommendations from specific sources: the expertise?,
experience®, and impartiality® of the source with regard to the topic of the
recommendation seeking, the affinity’ between the source and recommendation
seeker, and the track record® of previous recommendations from the source.

These trust factors varied in their frequency of occurrence in participants
explanations for choosing a particular source. Expertise, experience, and affinity
occurred most frequently, with relatively low occurrences of the impartiality and
track record factors. Furthermore, the emphasis given to each of these factors was
found to vary according to the characteristics of the recommendation seeking task.

Results suggested that the criticality of the task and the subjectivity of possible
solutions were of primary importance in determining which trust factors were
emphasised. In scenarios seen by participants as more critical, greater emphasis was
placed on the recommendation source having relevant expertise. In contrast, in
scenarios in which potential solutions were seen as more subjective, participants
placed greater evidence on sources with which they shared a strong affinity.

A major shortcoming of the work of Golbeck and Mannes [11] is that trust
relationships are represented as global traits between users, rather than being topical
or domain-specific. A foundation for our work is the principle that trust can be
topical, in that one person may be highly trusted for recommendations in one domain
but trusted very little in others. For example, one may trust a friend who works in
banking to give sound financial advice, but never trust her film recommendations.
The findings of our previous study support our assertion of trust topicality, and
suggest that any robust model of trust in word of mouth recommendation must take
this into account.

It is worth noting that whilst the factors expertise, experience, and impartiality
were clearly domain specific and therefore topical in nature, the study did not give a
strong indication of affinity as a topical factor, but rather as a global construct. The
range of responses that informed the affinity factor suggests that it represents more
than simply shared tastes, encompassing instead similar outlooks on life, values, and
expectations: "l would ask X, because we see the world in the same way".

5 Computing Knowledge and Trust Relationships

Based on the trust factors identified in this previous study, we have developed
algorithms for computing people-people and people-topic trust metrics that signify

4 The source has relevant expertise, which may be formally validated through qualifications or
acquired over time

5 The source has experience of solving similar scenarios, but without extensive expertise

6 The source does not have vested interests in a particular resolution to the scenario

7 The source has characteristics in common with the recommendation seeker such as shared
tastes, standards, viewpoints, interests, or expectations

8 The source has previously provided successful recommendations to the recommendation
seeker
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respectively the affinity-based trust relationship between two individuals, and the
expertise- and experience-based trustworthiness of an individual with regards to a
topic. The metrics generated by these algorithms provide the foundations on which
our system is built. An overview of the system is provided in Section 7.

We argue that auto-generating trust metrics from existing background data sources
is crucial, for a number of reasons. Firstly, such an approach can help overcome the
bootstrapping/cold-start problem, whereby a system is only useful to the user once
they have provided a certain amount of data specifically to that system. We are
exploiting a range of existing and widely used Web2.0 data sources, such as
del.icio.us and Flickr, in the generation of our experience trust metrics. Initial weak
metrics generated from these sources are then enhanced based on richer data from our
Revyu Semantic Web reviewing and rating site. The integration of further sources into
the trust metric generation process is technically feasible and highly desirable.
Secondly, reuse of existing sources lessens the burden on the user, as they need not
provide new data about their preferences to our system. Instead they can immediately
reap the benefits of data they have provided in one system (such as bookmarks in
del.icio.us, or reviews in Revyu), in the form of enhanced search results and
personalization in our system.

Lastly, one additional mechanism for determining the trustworthiness of people's
recommendations in a domain would be to ask them to rate their knowledge or
expertise in a number of domains. However, such an approach would require a
comprehensive yet manageable list of topics or domains, which by definition scales
poorly to the full range of topics on which users might require recommendations. By
reusing data from external sources that are themselves unconstrained in their coverage
of topics (as users can use any tags they wish), we are not constraining the domains or
topics in which trust metrics can be calculated.

In computing trust metrics for use within our system, we have given priority to the
three trust factors arising most frequently in our previous study: expertise, experience,
and affinity. Developing algorithms that directly represent the trust factors has not
been possible in all cases. In particular, computing an expertise score in any one
domain is problematic, as appropriate sources of background knowledge that indicate
expertise are not widely available on the Web, are widely dispersed by topic, and are
not generally available in structured, machine-readable form. For example, one's
family doctor may have expertise in general healthcare. However, evidence of this in
the form of a machine-readable certificate of qualification and competence from a
recognised medical authority is not available on the Web. Consequently we have
developed a metric (called credibility) that serves as a proxy for expertise. An
individual is deemed credible with respect to a particular topic if their ratings of items
related to that topic correlate highly with those of the community as a whole.

Similarly, large volumes of data are available on the Web that may indicate an
individual's experience with regard to a particular topic. However, automatically
validating with any degree of confidence that this is the case may not be feasible.
Therefore a proxy metric (usage) has been developed that suggests an individual has
experience in a particular topic. Comparing ratings between individuals allows us to
compute affinity metrics with some degree of confidence, without resorting to proxy
measures.
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6 Algorithms for Generating Trust Metrics

The algorithms used to compute trust metrics in our system are detailed below. The
algorithms rely primarily on data from Revyu, however usage (experience) metrics
are also computed based on del.icio.us tagging data. Tags used in Revyu and
del.icio.us seed the list of topics for which individuals may have usage or credibility
scores. In Section 8 we discuss further potential Semantic Web data sources on which
to base trust calculations.

6.1 Credibility (Expertise) Algorithm

for each tag in Revyu
get all items tagged with that tag, by anyone
for each item
find the mean item rating
for each review of the item

subtract rating from mean rating to
give a rating distance

adjust sign of the rating distance to
ensure it is positive

divide rating distance by highest
possible rating minus 1 to give
normalized rating distance

subtract normalized rating distance
from 1 to give credibility score for
that review in the range 0-1

sum each reviewer's credibility
scores for the current tag to give a
credibility total for this tag

for each reviewer with a credibility total for this tag

divide the credibility total by the number of
reviews from which it is gained, giving a
reviewer's credibility score for that tag, in the
range 0-1

Fig. 1. Credibility (Expertise) algorithm in pseudo-code
At present the algorithm does not take into account tags for which only one item

exists, or tags for which multiple items exist but where all have only been reviewed
by the same person. This can lead to the situation where an individual is assigned a
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credibility rating of 1 for a particular topic, by virtue of being the only reviewer of
things tagged with that tag. It could be argued that within the scope of the knowledge
currently held within the system, this person is justifiably credible and expert on the
topic, as no contradictory information exists. However, we do not accept this
argument, and anticipate some negative effects of this artifact when we evaluate the
algorithms. Methods for mediating this effect are being sought in ongoing research.

6.2 Usage (Experience) Algorithm

This algorithm calculates the prevalence of an individual in the reviews of items that
have been tagged with a particular tag, thereby providing a relative measure of their
experience with the topic.

for each tag in Revyu

count how many times each reviewer has reviewed an
item tagged with that tag (by anyone); this gives a
reviewer's tag count

find the highest of these tag counts

divide each reviewer's tag count by the highest tag
count to give a usage score in the range 0-1

Fig. 2. Usage (Experience) algorithm in pseudo-code

Catching all people who have reviewed something that has ever been tagged with
the target tag helps ensure that people are credited with experience in a relevant
domain, even if they haven't used a particular keyword tag themselves. This helps
ensure a broader spread of experience scores across related topics.

One consequence of this algorithm is that the individual with the highest tag count
will be assigned a usage (experience) score of 1 for that topic, by virtue of having
reviewed the greatest number of things tagged with a particular tag, and irrespective
of the overall number of reviews of items tagged with that tag. Following evaluation
we may modify this algorithm to ensure no scores of 1 can be assigned, and also to
adjust scores relative to the total number of reviews.

6.3 Affinity Algorithm

The following algorithm computes an affinity score between an individual and
another person they know, based on analysis of their reviews in Revyu. In addition to
Revyu review data, the algorithm must be seeded with some basic details of the
known person. This is supplied to the algorithm in the form of a FOAF description of
the user's social network.
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get all reviews by the user (User A)
get all reviews by the known person (User B)
count the number of items that both users have reviewed

divide this by the highest number of total reviews by
either user, to give an item overlap ratio in the range
0-1

where both users have reviewed the same item

subtract the rating of User B from that of
User A, to give a rating distance

adjust the sign of the rating distance to
ensure it is positive

divide rating distance by highest possible
rating minus 1, to give a normalized rating
distance in the range 0-1

subtract the normalized rating distance from 1
to give a rating overlap for that review

sum all item-level rating overlaps between
users A and B, then divide by the number of
items that both users have reviewed, to give a
mean rating overlap

combine the item overlap ratio and mean rating overlap
to produce a measure of the affinity between User A and
User B

Fig. 3. Affinity algorithm in pseudo-code

At present several aspects of the affinity computation process are subject to variation
pending the outcome of evaluations into the effectiveness of the algorithms. Firstly,
the relative importance of item overlap ratio and mean rating overlap in computing
affinity is not fully clear, and may vary according to the item overlap ratio. For
example, a high mean rating overlap based on few overlapping items may be of less
value as a measure of affinity than a slightly lower mean rating overlap based on a
large number of overlapping items. The most reliable means for combining these
measures is an ongoing question for our research. One option may be to base affinity
scores purely on mean rating overlap, weighted according to the number of
overlapping items. An alternative may be to introduce confidence measures whereby
affinity scores are based solely on mean rating overlap, but the confidence of this
measure is expressed based on the item overlap ratio.

52



6.4 Generating Usage (Experience) Scores from del.icio.us Data

In order to increase the range of topics for which users in the system have
usage/experience scores, we have extended the usage (experience) algorithm to take
into account users' tags on del.icio.us. Where a user of the system has a del.icio.us
account, their most used tags are retrieved. For each tag that has received a certain
amount of usage (above an arbitrary threshold), the user is recorded as having some
experience of that topic. A standard nominal experience score (currently 0.1) is
assigned irrespective of the frequency of usage of the tag above the threshold, in
recognition that tag usage is not necessarily strongly correlated with real experience
of the topic. For example, in the course of researching possible holiday destinations a
user may bookmark many resources using the tag hawaii, but eventually choose
Mexico instead for their holiday. In contrast, where a user has reviewed an item we
can be reasonably confident that they have some experience of the topics denoted by
that item's tags.

Where a user has an existing experience score for a particular topic that exceeds
the nominal score derived from their del.icio.us tags, the existing score stands
unchanged. Where they have an existing score lower than the nominal score, this is
increased in line with the nominal score for del.icio.us-derived experience. No
attempt is made to supplement Revyu-derived credibility and affinity metrics based on
del.icio.us data, as bookmarks do not carry ratings, endorsements, or other value
judgments from which these may be derived.

6.5 Representing Computed Trust Relationships

Once computed, trust relationships based on these metrics are stored in a triplestore,
according to a simple ontology that models the relationships between people and
topics identified in our earlier study. This triplestore provides the data for the
application outlined below. Trust relationships will also be republished on the Web
for potential reuse in other applications.

7 Supporting Information Seeking with Trusted Social Networks

Using trust relationship data computed according to the algorithms detailed above, we
are currently completing the implementation of a system that enables people to locate
and explore trusted information sources within their social networks, and access items
rated highly by these sources. An example of output from the system is shown in
Figure 4 below.
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Fig. 4. System output showing film experts in the first author’s social network, ranked
according to expertise

As discussed above, the role of trust in information seeking is not constant, but
varied and situational, depending on characteristics of the task such as its criticality
and subjectivity. Consequently, in our approach the relative importance of topic
expertise and person to person affinity in ranking of potential information sources is
varied according to the criticality and subjectivity of the information seeking task. We
intend to carry out user evaluations to assess the relative merits of different
mechanisms for representing criticality and subjectivity in the system. Current
approaches being considered include allowing the user to select criticality and
subjectivity measures in the interface, and pre-categorizing the domains of queries
according to their criticality and subjectivity profiles.
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8 Conclusions and Future Work

In this paper we have presented our approach to generating trust profiles for members
of a user's social network, in the context of word of mouth recommendation seeking.
This approach is based on algorithms for computing person-topic (expertise,
epxerience) and person-person (affinity) trust metrics, that have been developed
based on previous research. By utilizing people's social networks, and employing a
rich model of trust in recommendation seeking, our approach overcomes the
limitations of previous work in the field.

In addition to completing implementation of the system outlined above, a number
of outstanding issues remain which are the subject of ongoing research. Firstly we are
investigating the integration of additional sources of data. The contents of users'
FOAF files, when combined with other Semantic Web datasets, provide a potentially
rich source of information about users' experience of particular topics. For example,
where a user states in their FOAF file that they are based near a particular
location, we can assume they have some experience of this location, and consequently
increase their experience rating for this topic. Use of the Geonames service® may
allow us to locate other nearby locations, and assume the user also has some (although
likely less) experience of these.

Amongst Web2.0 data sources, Flickr® in particular may provide a good basis for
assessing people experience of particular locations or activities, as photos are likely to
be tagged with a location name. In contrast however, it may also lead to significant
noise in the system where people have tagged items using words that whilst
representing some aspects of the contents of the picture, do not indicate particular
experience of a topic. Whilst sources of reviews such as Amazon and Yahoo Reviews
are potentially rich in terms of quantity of reviews, they do not provide information
from known sources, as reviewers are rarely reliably identifiable.

Regarding the trust relationship algorithms, we aim to investigate how trust
relationships may decay over time, and how any rate of decay may vary across
different domains. For example, the trustworthiness of a person as a source of
knowledge on ancient history may decay very slowly, whereas trust in another
individual as a source of restaurant recommendations in London may quickly decay if
it isn't regularly updated. Representing these issues in our algorithms is an area of
future investigations.

Lastly we aim to use patterns in tag co-occurrence to disambiguate topics, and also
as a means to propagate trust scores in one topic to others that are related. Throughout
these processes we will continue to evaluate the techniques we develop to ensure that
they reliably address user needs.

9 http://www.geonames.org/
10 http://flickr.com/
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Abstract. We can observe that the amount of non-toy domaialagies is still
very limited for many areas of interest. In contréslksonomies are widely in
use for (1) tagging Web pages (e.g. del.icio.u8),anhnotating pictures (e.g.
flickr), or (3) classifying scholarly publication@.g. bibsonomy). However,
such folksonomies cannot offer the expressivity aftologies, and the
respective tags often lack a context-independedtiatersubjective definition
of meaning. Also, folksonomies and other unsuped/igocabularies frequently
suffer from inconsistencies and redundancies. ik paper, we argue that the
social interaction manifested in folksonomies andtheir usage should be
exploited for building and maintaining ontologieShen, we sketch a
comprehensive approach for deriving ontologies frdatksonomies by
integrating multiple resources and techniques.dtiti we suggest combining
(1) the statistical analysis of folksonomies, agfted usage data, and their
implicit social networks, (2) online lexical resaoas like dictionaries, Wordnet,
Google and Wikipedia, (3) ontologies and SemantiebWesources, (4)
ontology mapping and matching approaches, andy@ggtibnality that helps
human actors in achieving and maintaining consenses ontology element
suggestions resulting from the preceding steps.

1. Introduction

It has been argued e.g. in [1] that the insuffitianvolvement of users in the
construction of ontologies is a significant cause the current shortage of and the
unsatisfying coverage found in domain ontologieme f the reasons for this
deficiency is that there are high barriers for laymusers for suggesting new
conceptual elements. For example, a new conceqigrine or property is added to the
ontology only by a privileged group. This requitbat ontology users with domain
expertise take the burden and have the skills teemaspective suggestions, which is
different from the evolution of a natural languagiere a new word can be invented
on the spot when needed and immediately addecttedtabulary [1, 2].

Also, since ontology specifications are expressed formal language, potential
users face difficulties in understanding the formpécifications of the ontology [1,
2]. This is important, since the inferences auttedtiby using a given ontology are
represented only in its formal semantics, i.e. lmtone commits to when adopting a
particular ontology is not obvious from the humeadable labels of ontology
elements but only from the associated axioms. it to that, we can observe that
the detachment of ontologyisage (e.g. creating annotations) from ontology
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construction and maintenande current practice cuts off valuable feedback and
actually makes the social agreement over ontoltgyents brittle and vague.

Tagging, i.e., users describing objects with fresHpsen keywords (tags) in order
to retrieve content more easily, avoids these étiuhs, since new tags can be
introduced on the spot when needed and the cotisiniend maintenance of the tags
is closely linked to their actual usage.

While the resulting tag sets and their assignmenbltjects are at first only
reflecting subjective conceptualizations, manyhafsesubjectiverepresentations can
be used to derivintersubjectiverepresentations. Such aggregation of raw tag data
leads to a flat bottom-up categorization or folksoy [3]. Popular examples of the
tagging/folksonomy mechanism are found in the $dmakmark manager deli.cio.us
(http://del.icio.us) the image sharing system Flickattf://www.flickr.com), and the
blog search engine Technordtttp://technorati.com

Tagging features create a wealth of data thatatsflél) subjective assignments
between words and categories of objects, (2) inbgestive patterns in these
associations, and (3) implicit information on sbcietworks.

However, tags are flat and no relationships or ephwal meanings are formally
attached to them. This causes problems such dsx{tal ambiguity; for instance, the
tag “bank” can mean a financial institution or @#ncbe used in the context of a river
edge; (2) different tags (e.g. “NY” and “big_applehay refer to the same concept
(e.g. the city New York), and (3) specialized (¢gpagull”) and more general tags
(e.g. “bird”) may be attributed to the same object). a picture of a seagull on Flickr)
[4].

Also, the same tag may be used for very differenjeds in clearly distinct
contexts. For example, the tag “ltaly” can be usedategorizeictures taken in Italy
(in a picture database) oustomers living in Italyin a tagged address data base).
Ontologies, on the contrary, require a clear amdeod-independent notion of what it
means to be an instance of a respective class.

In this paper, we suggest taking an integratedagmbr of combining five types of
resources and techniques for improving the contmucf domain ontologies. We
propose to exploit (1) the statistical analysifadksonomies and the wealth of data
resulting from their construction, usage, and thelemlying social relationships
between actors by providing a set of tools and ngles that identify structural
patterns in folksonomies, (2) on-line lexical resms like dictionaries, Wordnet,
Google, and Wikipedia; (3) ontologies and Sematieb resources, (4) ontology
mapping and matching approaches, and (5) funcityrthlat helps the community in
achieving and maintaining consensus.

The structure of the paper is as follows. In sect® we give an overview of
potential resources and techniques that are alaifab lifting folksonomies to the
level of ontologies. In section 3, we explain tt@ksOntology approach that is based
on the integration of these elements and the irrmobknt of the community. In section
4, we give a preliminary assessment of the possittéribution of each resource and
technique. In section 5, we discuss our propost#henlight of related work, identify
future research challenges, and summarize the fingimgs.
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2. Resourcesfor Lifting Folksonomiesto the Level of Ontologies

In this section, we give an overview of promisiegaurces that can be exploited for
deriving ontologies from folksonomies. There exastleast three groups of such
resources: First, folksonomies and their associaksd (subsection 2.1); second,
online lexical resources (subsection 2.2); anddthimtologies and other Semantic
Web resources (subsection 2.3). In subsection et discuss how mapping and
matching techniques can support the process.

2.1. Folksonomies and Associated Data

Quite clearly, tagging generates more data tharelmésgs. When we look at Web

sites that have an inherent tagging feature, weseanthat there are four groups of
entities involved in the tagging process: (1) ta¢®) objects, like images or

bibliographic references, (3) actors, and (4) théksbnomy-driven Web sites or

systemsthemselves [5]. There is interaction between tlesgies, which generates a
large amount of potentially valuable data, as desdrin the subsections below.

2.1.1. Folksonomies and Social Networksin One System

During the tagging process, actors are assignigg ta objects (figure 1). The actors
describe an object using their own, freely chosegpwords, usually in order to
facilitate a later retrieval process. As a conseqae the tags are expressing and
reflecting the actors’ subjective level of knowledgn and their interest in the
respective object.

Fig. 1. The Tagging Process

In the past few years, there have been succedsfmpts of enriching tags with
hierarchical relations [6] and the creation of tadeontologies [7] through studying
the use of objects and tags in a system. Howewere imformation is available than
merely tags, as explained e.g. in [8], in which sueial dimension of actors was
introduced. Out of a tripartite model of tags, albge and actors, three bipartite graphs
were generated based on the co-occurrence ofeitsesits: the AC (actor-tag) graph,
Al (actor-object) graph, and the CI (tag-objectagn. The folding of these graphs
into one-mode networks generates implicit socidlvoeks, a network of instances
and lightweight ontologies. [8] examines these lightweight ontologies (one based
on sub-communities of interest and another on olgeerlaps) on a data set of the
deli.cio.us system and reveals broader/narrowetiogls. The authors concluded that
analyzing a lightweight ontology of a sub-commungtya good mean for discovering

*In the rest of the paper, we will use the termeayst
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the emergent semantics of a community. Therefarsdidating and analyzing the
user-created data of sub-communities seems a Valgtdrt data set for the creation
of ontologies of this sub-group.

We argue that the implicit social networks in ateys which are not studied in
[8], may return additional significant informatiom. particular, one can safely assume
that actors are indirectly linked with others bysshg the same tags and/or objects.
For example, as shown in figure 2, actors A andeBliaked by tag3 and actors B and
C are related because they both have tagged objectthe first case, the social
binding is the common language, in the second dage,the interest in the same
objects.

Analyzing such data might reveal relevant relatioheit can help us in
reconstructing an ontology for the respective donddiinterest. For instance, there
might be a significant relation between objectin@ated by actor A) and object5
(annotated by actor B): and maybe the tags shoalddmsolidated. Furthermore, a
relation might exist between tag3 and the tag tsgi4( tagb, tag6) since they are all
used to annotate object5.

Fig. 2. The Collective Tagging Process

Sometimes, actors have already made explicit #ueia of interest or expertise,
e.g. by joining one or more user groups on theesystwhich is a feature in some
systems (e.g. Bibsonomy, Flickr, YouTube). By tlzatiors with similar interests can
share their objects and tags. However, since eweryonay create a new group,
reduntant groups and a topic overlap between grémidikely. On Flickr, many
groups are discussing and generating tags on sikiital of subjects - there exist,
e.g., more than 1290 public groups on wirkherefore, aggregating the data from
those groups may reveal valuable data for theioreaf wine ontologies.

Actors can also make their relations and istsreublic by inviting other actors to
their network, as is supported e.g. by deli.cioAdding an actor to your network
implies you are having the same interests as t@,eor that there exist some other
social bonds. When all the actors are making tinéérests public, more information
can be extracted.

2 http://www.flickr.com/search/groups/?q=winestrieved on April 1, 2007.
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2.1.2. Folksonomies and Social Networksin Several Systems

As already mentioned, there is a fourth type ofitiest involved in the tagging
process, i.e.systemsSince more and more systems are emerging, wevleethat
tagging data on similar topics and objects is eeat parallel on different systems.

Systems aremplicitly connected through shared sub-communities of istese
common objects. Sub-communities are not exclusikedBted to just one system. For
instance, a sub-community on wines may exist ookFlas on deli.cio.us. However,
we have to be careful when comparing data fromergfit kinds of systems, since a
folksonomy can be broad or narrow [3]. In case dbtor and creator are both the
same, as is the case on Flickr, the consolidatgsi ¢anstitute a narrow folksonomy.
On deli.cio.us every object is tagged by, dependinghe popularity of the object,
several actors and the aggregation of the tagstleadbroad folksonomy. On the
other hand, there may exist implicit links betwesystems because the actors are
annotating the same sets (or kinds) of objects. iRstance, the same scholarly
publications are tagged on different systems (&ifpsonomy and CiteULike).
Consolidating the entire user-created data of aimiinds of objects, which is
dispersed on several systems, may generate a rooplete overview on the meta
data of overlapping objects.

On the other hand, some systems are algaicitly connected through explicit
social networks of their actors. Information on ergon can be given e.g. using
FOAF. FOAF allows everyone to describe him/hergelfy. name, family name,
friends), online accounts, groups and documents itightweight formal way
Extracting the information that is stored in FOAFofles can unveil the explicit
social networks. The explicit social networks canused for determining people with
shared objects and tags. In [18] a system is pexpadere actors can next to tagging
their bookmarks, explicitly describe their relasonith other people by FOAF. Then,
they can import the tags of their friends and disabmappings between their tags
and those of their peers. Doing this implies aatetievel of trust and can enhance the
feedback functionality in the bookmark system.Hattway, [18] are trying to create a
community-based ontology that is based on expliciéscribed relations and trust.

We can conclude that this tagging process prodseesral kinds of data sets that
can be analyzed to exploit the information hiddemhiese systems. It is obvious that
the design of proper tools for exploiting structyatterns in folksonomies is a core
challenge for tapping this potential.

2.2. Online Lexical Resour ces

The data sets obtained from the previous resousre e complemented with
information from lexical or terminological resouscesuch as Leo Dictionary,
Wordnet, Google, and Wikipedia.

Dictionaries are generally considered as a valuatiereliable resource containing
definitions of several common words. Nowadays, savdictionaries are online
accessible such as Leo Dictionary and the lexieshlthse Wordnet. However, it is
not sufficient to rely solely on these resourcest Example, rather new or very
specific words such aflksonomycan not be retrieved although the latter is an
established term on the Web. Thus, we should expiber lexical resources the Web

3 http://xmins.com/foaf/0.1/#sec-foafvoceadtrieved on April 1, 2007.
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is offering, e.g.Googleand Wikipedia.Google is providing some kind of dictionary
functions. Each time the user is entering a se&smhword, Google tries to find
similar key words [15]. The search results for bgtieries are compared (the original
one entered by the user and the similar ones)kgde the alternative spelling has more
hits, a suggestion is made to the user. For instamben typing in the query
occurence Google will make the suggestiatcurrencesince the number of results
for the user key woraccurenceare significant lower. This suggestion feature is
based on the principle of collective wisdom: if thejority of the Web community is
using this key word, it is accepted as an existind well-spelled word. The principle
of collected wisdom can also be used for checkirgproper usage of language, e.g.
for finding proper prepositions. It can be futheproved by considering the region of
origin and the authority of the returned Web pafike page http://www.bbc.co.uk
will have a higher credibility than on http://yahocom/users/pmiller.htm). The
Google dictionary function can be complemented wMWlfkipedia, the online
collaborative encyclopedia, for the identificatioh words. Everyone can edit and
make a new Web page in this user-created encydpédebr instance, for
“folksonomy”, a Wikipedia article was already cregitin November 2004, whereas
the respective word does still not exist in regulctionaries With more than
5,300,000 articles [9] in various languages, Wiklipeconstitutes a huge corpus of
knowledge. In the English language, 1,710;088cles can be identified by a URI;
plus it has been shown in [2] that the conceptuaamng of the articles does not
change in most cases and thus Wikipedia URIs camebarded as authoritative
identifiers for many concepts.

2.3. Ontologies and Semantic Web Resour ces

After consulting all the lexical resources, ontéésgand Semantic Web resources can
be employed as the second level of resources. yFeaalilable ontologies can be
retrieved e.g. through the Semantic Web searcmervoogle. This search engine is
searching and indexing Semantic Web documentsenritn RDF and OWL. It
indexes the metadata of the documents and compel@sonships between them
[10].

Wordnet, which we mentioned in the previous sec¢ta@n also be exploited as a
freely available thesaurus, for which an OWL traipcis available Wordnet
provides an overview of terms and their relatiopsh{e.g. synonyms, meronyms and
homonyms). It is often suggested and applied ireaeh papers for extracting
semantic information (e.g. in [11], Wordnet is eoyad for finding synonyms and
related terms in order to reduce the communicatibstruction between intelligent
agents with different ontologies, and [12] use Wwtdto add a conceptual meaning
to the tags when annotating a bookmark) .

2.4. Ontology M apping and M atching Appr oaches

Next to resources, we can build on establishedhigaks for ontology matching and
mapping. In principle, matching of conceptual elatsein two ontologies can be

* Merriam Webster Online, Leo Dictionaries
5 http://en.wikipedia.orgretrieved on March 27, 2007
¢ http://www.w3.org/TR/wordnet-rdffretrieved May 9, 2007
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based either on the labels or on the ontology &trec or both. For deriving
ontologies from folksonomies, those techniques nba&y used in particular for
identifying relationships between tags, betweenstagd lexical resources, and
between tags and elements in existing ontologls. describe the theory of formal
classification, where labels are translated to agpgsitional concept language. Each
node is associated to a normal form formula thacidees the content of the node.
This approach is able to capture knowledge thasteximplicitly within simple
classification hierarchies. [14] describe semantatching, an approach to matching
classification hierarchies. This approach is foduse the graph representation of
ontologies, which means it cannot be directly agplio tag data. [15] present the
FCA-Merge method, where the input to the methaal s&t of documents from which
concepts and the ontologies to be merged are éxtragsing natural language
techniques. These documents should be representdtihe domain at question and
should be related to the ontologies. They also haveover all concepts from both
ontologies as well as separating them well enough.

3. The FolksOntology Approach

In this section, we describe (hpw the resources from the previous section can be
fully exploited for making ontologies out of folksomies and (2howthe community
can be involved as a mechanism to validate allinf@mation extracted from the
resources.

3.1. Fully Exploiting the Resour ces

A first principle of our approach is that we try iltegrate every reasonable data
resource and invokable functionality from the Weéiattcan help us construct
ontologies from the social interaction taking plamethe Web. In other words, we
want to take the vast amount of evidence createasbys contributing to the Web and
extract consensual conceptualizations from that.

3.1.1. Cleansing and Prepar ation of Tags

Before analyzing all the data sets of folksonomigs, must clean tag sets. Since
actors can choose any keyword for categorizing ttitent, they are applying their
own spelling and tagging rules (e.g. singular arrgl nouns, conjugated verbs). As a
consequence, tags are polluted and need to beselkafhis can be performed
through stemming algorithms. These algorithms aducing tags to their stem or
root. It is important not to loose the context bk ttags, therefore the stemming
process of tags should be limited to plural nound eonjugated verbs. After this

stemming algorithm, it has to be checked whethlethal tags are spelled correctly.
We can use the four lexical resources Leo Dictipgnaiordnet, Google, and

Wikipedia to check whether or not the tags are pegled. In case a tag is not
retrieved in any of these resources, the frequeftlyis tag should be counted. A low
frequency may indicate that the tag is misspelled a high frequency can be an
indication of the offset of a new word createdhie tagging community. This word

should be added to the list of new words that baset examined by the community
(subsection 3.2).
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3.1.2. Statistical Analysis of Folksonomies, Usage Data, and Social Networks
In this paragraph we give an overview of data skiscribed in section 2.1 and
explain the objective, input, output, and techngjtieat can be employed.

Table 1. Statistical analysis of tagging data on a singktesy

Step

Objective

Input

Output

Techniques

1

Determining
pairs of tags

Tags,
tag/object
data

Pairs of tags

Co-occurrence technique: each timedg®

are used to tag the same object, the tie strength

between two tags is increased [19].

Enriching
tags

Objects and
Tags

a) Hierarchical
relations
between tags
b) faceted
ontology

a) [7] presents an algorithm based on the
cosine similarities between tags. Tags are
aggregated in tag vectors and the cosine
similarity calculates the angle between two t
vectors. The smaller the angle, the more

similar the tags are. The tags are consequentl

placed as a node in a similarity graph. If the
similarity of two tags exceeds a threshold
value, the two nodes are connected with an
edge. A hierarchical taxonomy can be
deducted from the similarity graph.

b) A combination of co-occurrence between
tags and a subsumption-based model is
presented in [6].

hg

y

Analyzing
and creating
sub-
communities

Actors and
tags

Lightweight
ontologies
based on
community
overlap

1) [8] folds the AC Graph (actor tags Graph)
into a network based on tags. The weights 0
tags are calculated by the number of times t
actors have used the tags in combination. [8
uses social network analysis measures (suc
degree, closeness and betweenness central

to determine the general and specialized tags.

General tags are used to bridge two clusters|
and specialized tags are parts of a specific
cluster. Clustering techniques are used to
determine the synonyms of the specialized
tags. [8] uses set theory to determine the
broader/narrow relations in the subcommuni

f
ne

N as
ty)

Analyzing
social
networks
based on
shared objectg

Actors and
objects

Clusters of
actors with
shared objects

1) Analyzing a social network. The tie streng
between actors is measured by the number
times the actors have tagged the same obje
Social network measures and/or clustering
techniques can be used for determining the
clusters of actors with similar tagged objects|
2) Analyzing the objects of the actors in each
cluster: text mining techniques, digital photo
similarity analysis

=

It

= =

Analyzing
social
networks
based on
shared tags

Actors, tags,
and objects

Clusters of
actors with
shared tags

1) Analyzing a social network. The tie streng
between actors is measured on the number

th
pf

times the actors have used the same tag. Sqcial
network measures and/or clustering techniquies

can be used for determining the clusters of
actors using the same tags.

2) All the tags used by the actors of a cluste|
can be further analyzed by using the technig
described in step 1

Merging

similar

Groups
(+tags,

Clusters of
similar groups

1) The groups can be clustered by setting up a

network analysis with groups instead of acto|

2
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groups

objects,
actors)

However, the analysis has to be performed g
data sets of equal size. This means if the size
of the different groups (=number of tags) are
differring, the frequency of tags has to be
adjusted in proportion. The tie strength
between two groups is calculated on the basis
of shared tags. Social network measures ang/or
clustering techniques can be used for
determining the clusters.

2) These clusters can be further analyzed b
using the technique described in data set 1

=}

Analyzing
explicit social
network

Actors and
their relations

Clusters of
actors

1) Analyzing the social network. The tie
strength between actors can be 0, 1 or 2
depending on the fact of two persons have
linked to each other.

2) These clusters can be further analyzed by
using the technique described in step 1

Table 2. Statistical analysis of tagging data across matgylstems

by

= @

=

Step | Objective I nput Output Method

1 Analyzing Actors and | Clusters of 1) The same techniques as described aboye
and creating | tags of communities can be employed. However, the analysis has
sub- different with similar to be performed on data sets of equal size
communities | systems interests This means if the tags “size” of the different

systems are differing, the frequency of tags
has to be adjusted in proportion.

2) These clusters can be further analyzed
using one of the techniques described in step
1in Table 1.

2 Analyzing Actors and | Clusters of 1) The same techniques as described abo
communities | objects of | communities on| can be employed, except that the weights 0
of shared systems overlapping the objects are calculated by the number of
objects with the objects times the actors have used the objects in

same combination.

annotated However, the analysis has to be performed

objects on data sets of equal size. This means that i
the size of the different systems is differring,
the proportions have to be adjusted.
2) These clusters can be further analyzed
using the technique described in step 1 in
Table 1.

3 Analyzing the | Actors Clusters of We can take the direct RDF data for
explicit social | (FOAF) actors determining social proximity.
network

3.1.3. Exploiting Online Lexical Resources
The tag data set obtained from the previous stapse enriched by using the online
lexical resources as described in section 2.2. Wewehese lexical resources can
also be used for other purposes than merely spedliecks (except for Google). Tags
can be replaced by concepts and homonyms, or atadsfrom a foreign language
into English as is elaborated in the following mpegphs.

Wikipedia: Wikipedia articles are identified by URIs whichncée regarded as

reliable identifiers for conceptual entities [2]h& meaning of those entities is
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described in natural language and augmented byimadia elements and agreed
upon by a large community. Hence, Wikipedia is biggest available collection of
conceptual entities that are described with natlarduage and identified by URIs.
Already having unique identifiers (e.g. URIs) as®id to concepts defined only in
natural language is very beneficial, for it helpspiove recall and precision in
information retrieval by avoiding synonyms and hoyras. Additionally, Wikipedia
contains disambiguation pages in order to deal titmonyms. When one word has
several meanings, the meanings are collected dsambiguation page in order to
lists articles associated with the same title. TTaaure can be used to identify and
deal with homonyms. Wikipedia also contains an igitphnd evolving multilingual
dictionary, since a Wikipedia page can have linkat trefer to the same topic in
another language. These links can be retrievechiXXiL format easily with the
Wikipedia export function

Leo dictionaries. Leo (Link everything online) provides a translatiearvice for
German, English, French, and Spanish. This funatigncan be used for dealing
with different languages. Additionally, Leo contsia definition of terms in German.
Wordnet can be used to deal with synonyms and homonymsdsmaith similar or
identical meaning must be mapped to each other ifalsy and infant). Furthermore,
words that have different conceptual meanings @aguar as the car and the animal)
can be identified with Wordnet as well.

3.1.4. Ontologies and Semantic Web Resour ces

The tag sets obtained in subsection 3.1.2 cank@senriched by trying to establish
mappings to elements in existing ontologies. Alfte explicit relationships in
existing ontologies may be reused, e.g. for det@ngiwhether a hierarchical relation
holds between two terms. In particular, the Swoaglgine can be used to query for
ontologies and ontology usage data.

3.1.5. Mapping and Matching approaches

The formal classification theory of [13] can be éoyed for mapping the labels of
existing classifications with the tags obtainedhfrthe folksonomies. Consequently,
we can also use the lexical resource Wordnet tatera mapping with an existing
ontology.

3.2. Mechanismsfor Involving the Community

Instead of aiming at the fully automated creatibordologies from folksonomies, we
suggest a semi-automated approach, in which theerantioned techniques are
combined with collective human intelligence. Inathvords, we propose that (1) the
results from the previous stages have to be coafiriy the community and (2)
information that could not be retrieved from theaerces (e.g. relations between
tags) may be contributed by the community on demaRdr this, we can combine
visualization techniques and implicit and explieitting mechanisms on conceptual
choices. For example, a concept hierarchy recartstifrom data could be presented

7 http://de.wikipedia.org/wiki/Spezial:Exportiereetrieved on April, 1 2007.
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to the users on a separate Web page, but respscii&assOf relations would only
be created if the community approves this.

4. Overview of the Contribution of Each Resource and Technique

In this section, we give a preliminary evaluatidntlte potential contribution of the
various resources and techniques. In Table 3, wergrize the type of contribution
that available techniques can provide. In Tablevd,assess the size of lexical and
structural data sources that we propose to expdiile the mere size of a resource is
not always and advantage, we assume that in héaegesize makes a resource more
attractive for our approach.

Table 3. Type of contribution of each technique

Technique Type of Contribution

Ontology matching | Finding equivalences between labels or betweenegpinal
algorithms elements in graphs

Co-occurrence Finding tag pairs

technigue

Co-occurrence Creating a faceted ontology of tags

technique +

Subsumption model

Social Network
Analysis technigues
+ set theory

Lightweight ontologies based on community overlap

Social network
techniques

Creating

a) Clusters of actors with shared objects

b) Clusters of actors with shared tags

c) Clusters of similar groups

d) Clusters of actors that have explicitly indichtbeir
relationship

Visualizations

Visualization of ontologies helpgut grasp the intention|
of concepts.

Discussion and
voting

Like on Wikipedia, users can remove disputes by
performing discussions and then vote on the result.
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Table 4. Type of contribution and size of available resosarce

Resource Type of Contribution Size
Wikipedia entries | Since Wikipedia contains a wealth| 5,300,000 [9] entries in total 1,710,608
in multiple of mutual links between pages in | English articles
languages multiple languages that cover the
same topic, we can exploit this for
the unique identification of
conceptual entities and for spelling
checks.
Wikipedia Indicators for homonyms 6,67% of English article<]

disambiguation
pages

Overlap of
multiple
folksonomy-driven
websites targeting
at the same type o
objects

Finding similar tagged objects, e.qg|
tags referring to the same scholarly

publication.

No information available

Tags

Raw set of candidate concepts

We were unalgiettinformation on
the total amount of deli.cio.us and
Flickr tags — for Technorati, we at leag
know that there exist more than 81
Million posts.

—

Annotations

Finding tag-object patterns

Delicios3:000.008
Flickr: No data available
Technorati: : 27 million weblod$

U

Actors Finding users with similar interesty Delicious: 90.008
and vocabulary Flickr: No data available
Technorati: also about 27 million (if w
assume that every actor has, on
average, only one weblog)
Google Spell checks No information available
suggestions
WordNet Mapping synonyms, retrieving 27 semantic properties
descriptions of terms, ancestors
Swoogle Finding related ontologies and More than 10,000 ontologi&s though

annotations

many of questionable maturity

Leo Dictionaries

Translation of terms

453,994 entgs®

8 http://en.wikipedia.orgretrieved on March 27, 2007

¢ http://technorati.com/weblog/2006/02/81.htmmétrieved on April 3, 2007.

vhttp://www.techcrunch.com/2006/08/04/more-statsdetieious-this-time-

positive/#commentgetrieved on April 2, 2007.

11 hitp://technorati.com/weblog/2006/02/81.htnnetrieved on April 3, 2007.

“http://www.pui.ch/phred/archives/2005/05/deliciagtatistics-that-is-extrapolation.htnktrieved April 3,

2007.

13 hitp://www.w3.0rg/TR/2006/WD-wordnet-rdf-200606 18&tails retrieved on April 2, 2007.

“ http://swoogle.umbc.edwetrieved on March 29, 2007.

s http://dict.leo.orgretrieved on March 29, 2007
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Of these resources, Google, Wikipedia, and Wordaet be accessed either by
APIs or straightforward screen-scraping techniqles. Leo, there is currently no
API access supported.

5. Discussion and Conclusion

In this section, we compare our proposal to previworks, evaluate the added value,
and identify future research steps.

Our work is closely related to [15]. In [15] thetlhors are presenting an approach
to enrich tags with semantics in order to integfal&sonomies and the Semantic
Web. Similarly to our approach, they are also usordine l