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Data mining systems are commonly applied to obtain a set
of novel, potentially useful, and ultimately interesting patterns
from a given (large) data set [1]. This can be achieved using
exploratory methods, e. g., utilizing descriptive data mining
techniques like methods for association rule mining [2] or
subgroup discovery, e. g., [3], [4]. While the resulting patterns
are typically interpretable, the large results sets in pattern
mining, i. e., a large sets of potentially interesting patterns
that the user needs to assess, require further exploration
and interpretation techniques. Such problems also occur for
other complex models in data mining which often require
explanations of their results and/or structure. In this context,
explanation-aware approaches have been a prominent research
direction in artificial intelligence and data science, e. g., [5]–
[8]. Recently, the concept of transparent and explainable
models has also gained a strong focus and momentum in the
data mining and machine learning community, e. g., [9]–[11].

We introduce explicative data mining as a comprehensive
paradigm, tackling all these different aspects. Similar to the
philosopical process of explication cf. [12], [13] which aims
to make the implicit explicit, explicative data mining aims
to model, describe and explain the underlying structure in
the data. By targeting interpretable (and transparent) models
utilizing exploratory and explanation-aware methods, these
can be constructed and inspected on different layers and
levels. This ranges from pure data summarization to pattern-
based exploratory data mining. Furthermore, these features
also provide for different options for including the human in
the loop, e. g., using visualization methods.

We outline and discuss the explicative data mining paradigm
in detail: We introduce foundational aspects, present the re-
spective approaches summarized above, and discuss current
perspectives and challenges. In particular, we focus on ex-
plicative data mining methods, e. g., in the areas of pattern
mining [14]–[16] and feature engineering for machine learning
approaches [17], [18], with exemplary applications in network
analysis and anomaly detection. The pattern mining methods
are discussed in the context of the VIKAMINE1 system [19].
Furthermore, we also discuss the relation to incorporating
prior knowledge, e. g., in the form of knowledge graphs [20]–
[22] into the data mining process [18]. This enables hybrid
approaches that incorporate semantic knowledge [23] into the
process, e. g., supporting modeling and explanation methods.
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